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§  Part 1 
-  Introduction 
-  Time Synchronization Protocols in Networks 
-  PTB’s Time Server 
-  The Network Time Protocol 
-  Leap Second 
-  Reference Clocks 
-  Comparison with PTP 

§  Part 2 
-  Operational Aspects 
-  Security 
-  Current Developments 
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§  Time synchronization of networked devices in packet-
switched (computer) networks is necessary in order to: 
-  Ensure correctness of processes in distributed and networked 

systems, e.g.: 
•  Manufacturing 
•  Stock exchange 
•  Billing systems 

-  Allow traceability to legal time if required for compliance or legal 
reasons 
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Introduction 
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Introduction 

§  No inherent mechanism for time of 
frequency synchronization 
(dissemination) 

§  The path for incoming and 
outgoing packets may differ   
-  Different network bandwidth 

-  Different number of hops  

-  Each hop adds latency due to 
queuing 

-  Asymmetric path delays (unknown) 

§  Routing of packets may change 
from time to time 
-  Results in altering path delays for 

different packets 

Internet 

Challenges of time synchronization in 
Packet-switched networks 
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Major Time Synchronization Protocols 

Synchronous	  
Ethernet	  
(SyncE)	  

Precision	  Time	  
Protocol	  
(PTP)	  

Network	  Time	  
Protocol	  
(NTP)	  

Standardiza1on	  
Body	  

ITU-‐T	   IEEE	   IETF	  

Standard	   G.8261,	  G.8262,	  	  
G.8264	  

IEEE	  1588	   Version	  3:	  RFC	  1305	  
Version	  4:	  RFC	  5905	  

Synchroniza1on	  of:	   Frequency	   Time,	  Frequency	   Time	  

Scope	   Syntoniza1on	  of	  
network	  devices	  	  

Time	  sync	  in	  closed	  
networks	  

Time	  sync	  in	  closed	  
networks	  and	  
Internet	  

Transport	   Physics	  (Layer	  1)	   Ethernet	  (L2),	  	  
IP/UDP	  (L3)	  

IP/UDP	  (L3)	  

Accuracy	   ±	  4.6	  ppm	   0.1	  μs	  –	  1	  ms	   10	  μs	  –	  100	  ms	  



§  First accessible time servers since April 1999 
§  Hardware: HP Industrial Workstations with VME-Bus and VME bus 

based time code generator (TrueTime) 
§  ptbtime1.ptb.de, ptbtime2.ptb.de 
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PTB’s Time Servers 

IRIG-B 



§  Mixture	  of	  commodity	  
servers	  and	  NTP	  appliances	  	  
ptbtime1.ptb.de, 
ptbtime2.ptb.de, 
ptbtime3.ptb.de 
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PTB’s Time Servers - Today 

p
t
b
t
i
m
e
2
.
p
t
b
.
d
e
 

RS
23
2	  

DCF77 

Time Code 
Gen. 

UTC(PTB) 

1 pps 
UTC(PTB) 

10 MHz 

LA
N
	  

Internet 

1pps

PTP grandmaster

Network switch
PTP boundary clock

ptbtime3.ptb.de

Time laboratory 

Data center
PTP slave clock

ptbtime1.ptb.de

PTP slave clock



§  Objectives 

§  History 

§  NTP’s hierarchy and communication modes 

§  Time calculations 

§  NTP’s header  

§  NTP’s time scale 

§  Selection and combining algorithm 

§  System clock adjustment 
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Network Time Protocol 



Objectives: 

§  Time synchronization of computer systems in IP networks with 
respect to UTC with following properties 

§  Reliability due to: 
-  Multi-server approach 
-  Selection algorithm to detect false tickers 

§  Accuracy due to : 
-  Computation of network delay  
-  Cluster algorithm to find the most accurate set of truechimers 
-  Disciplining of time and frequency of the system’s clock 

§  Scalability due to: 
-  Hierarchical architecture  
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The Network Time Protocol 



Objectives (continued): 

§  Strictly monotonically increasing time of the system clock (no 
backwards time step!) 

§  Time synchronization is achieved by adjustment of the 
system clock’s frequency 

-  Note: 
•  The aging term D is neglected by NTP 
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The Network Time Protocol 

T (t) = T (t0 )+ R(t − t0 )+D(t − t0 )
2 + x(t)

R(t)
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The Network Time Protocol 

Year	   Standard	   NTP	  	  
Version	  

1985	   RFC	  958	   0	   NTP	  header	  defini1on;	  defini1on	  of	  clock	  offset	  and	  
network	  delay	  calcula1on	  

1988	   RFC	  1059	   1	   Complete	  specifica1on	  of	  NTP;	  first	  versions	  of	  clock	  
filter,	  selec1on,	  and	  clock	  discipline	  algorithms	  

1989	   RFC	  1119	   2	   Addi1on	  of	  NTP	  control	  messages	  and	  symmetric	  
authen1ca1on	  

1992	   RFC	  1305	   3	   Improvements	  of	  selec1on	  algorithm;	  introduc1on	  of	  
the	  broadcast	  mode	  

2010	   RFC	  5905	   4	   Addi1on	  of	  NTP	  extension	  fields	  for	  addi1onal	  
features;	  broadcast	  mode	  include	  calibra1on;	  IPv6	  
support	  

2010	   RFC	  5906	   Autokey:	  Cryptographic	  authen1ca1on	  scheme	  which	  
makes	  use	  of	  NTP’s	  extension	  fields	  
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The Network Time Protocol 

	  	  	  	  	  	  	  	  	  	  	   	  
	  

Stratum	  

	  
0	  

	  
1	  

	  
2	  

	  
3	  

NTP’s hierarchy and modes of association 

Reference clocks 

Symmetric mode 
Client-Server mode 
Broadcast/Multicast 
mode 

Associations 

Stratum level i
0 < i ≤16



Delay and offset calculations 
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The Network Time Protocol 

Server	  

Client	  

t	  

t	  t1	  

t2	   t3	  

t4	  
δ1	   δ2	  

Network	  delay	  δ	  is:	  	   δ	  =	  δ1+δ2	  =	  (t4-‐t1)-‐(t3-‐t2)	  	  

Asymmetry	  factor	  ξ	  
defined	  by:	  	  

δ1	  =	  ξ	  δ	  and	  δ2	  =	  (1-‐ξ)	  δ,	  
with	  0	  <	  ξ	  <	  1	  

Time	  offset:	   θ	  =	  ½	  ((t2-‐t1)-‐(t3-‐t4))	  +	  (ξ-‐½)	  δ	  

Assump1on:	  

Symmetric	  case:	  

ξ	  =	  ½	  

θ	  =	  ½	  ((t2-‐t1)-‐(t3-‐t4))	  	  



Analysis of errors 
-  Error for peer/server association 
-  Maximum error in the calculation of θ.  

•  True offset θ0 

•  Measured offset θ, T= T4 – T1 

-  Dispersion: ε 
-  Synchronization distance:  
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The Network Time Protocol 

Network delay 

Frequency tolerance 
 
Standard implementation: 
Φ = 15 ppm  

Time resolution 
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Analysis of errors 

§  NTP tree 
-  Accumulation of the synchronization distance λ is the “root distance” 
 

•  Root delay Δ (accumulated δ) 
•  Root dispersion E (accumulated ε) 

-  For more details  
see [Mil2006] 
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The Network Time Protocol 
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The Network Time Protocol: Packet Header 

LI	   VN	   Mode	   Stratum	   Poll	   Prec	  

Root	  delay	  

Root	  dispersion	  

Reference	  ID	  

Reference	  1mestamp	  (64)	  

Origin	  1mestamp	  (64)	  

Receive	  1mestamp	  (64)	  

Transmit	  1mestamp	  (64)	  

Extension	  field	  (op1onal)	  

Key	  iden1fier	  

Message	  Authen1ca1on	  Code	  (MAC)	  (128)	  

NTP’s extension fields.  
Currently only “autokey” 

NTP basic packet header 

Cryptographic integrity protection 
Careful: 
-  Standard defines MD5 based hash 

which is deprecated 
-  Reference implementation 

supports also SHA1 if the NTPD is 
compiled against OpenSSL 

LI	   Leaps	  second	  indicator	  

VN	   Version	  number	  

Mode	   Mode	  of	  associa1on	  

Stratum	   0	  -‐	  15	  

Poll	   Poll	  interval	  log2(τ)	  

Prec	   Precision	  (log2)	  

IP	  Header	  

UDP	  Header	  

0 

20 

28 

36 

44 

52 

60 

68 

76 

Octets 



NTP’s timestamp and timescale  

§  NTP timestamps 
-  Short format: 64 bit  

•  Bit: 0-31:   Represents approx. 136 years  
•  Bit: 32-63:   Fraction of a second with the granularity of 232 ps  

-  Long format: 128 bit 
•  Bit: 0-31:   Era counter increments after  
•  Bit: 32-63:   Second in the era 
•  Bit: 64-127:   Fraction of a second with granularity of 5×10-20 
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The Network Time Protocol 

NTP	  1mestamp	  
0	   31	   32	   63	  

Seconds	   Frac1on	  of	  second	  

0	   31	   32	   63	   64	   127	  

Era	  number	   Era	  offset	   Frac1on	  of	  second	  

NTP	  date	  



NTP’s timestamp and timescale (continued) 
§  Based on UTC 
§  Start at the 1. January 1900 
§  Leap seconds require an adjustment of the counting 
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The Network Time Protocol 

Year M D JDN NTP	  Date Era Timestamp 
-‐4712 1 1 0 -‐208.657.814.400 -‐49 1.795.583.104 First	  day	  Julian	  Era 

1 1 1 1.721.426 -‐59.926.608.000 -‐14 202.934.144 First	  day	  Common	  Era 
1582 10 15 2.299.161 -‐10.010.304.000 -‐3 2.874.597.888 First	  day	  	  Gregorian	  Era 
1900 1 1 2.415.021 0 0 0 First	  day	  NTP	  Era	  0 
1970 1 1 2.440.588 2.208.988.800 0 2.208.988.800 First	  day	  Unix	  Era 
1972 1 1 2.441.318 2.272.060.800 0 2.272.060.800 First	  day	  UTC 
2000 1 1 2.451.545 3.155.673.600 0 3.155.673.600 First	  day	  21st	  century 
2036 2 7 2.464.731 4.294.944.000 0 4.294.944.000 Last	  day	  NTP	  Era	  0 
2036 2 8 2.464.732 4.295.030.400 1 63.104 First	  day	  NTP	  Era	  1 
3000 1 1 2.816.788 34.712.668.800 8 352.930.432 

From: [Mil2012] 



NTP processes 

§  Peer poll process 

§  Selection algorithm 

§  Cluster and combining algorithm 

§  Clock discipline and adjust algorithm 

2015-11-19 22	   DMDM Beograd, 19/20 November 2015 

The Network Time Protocol 



System process Peer Poll 
process  

§  NTP Processes – Overview 
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The Network Time Protocol 

Peer/Poll  
1  

Peer/Poll  
2  

Peer/Poll  
3  
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algorithms  

Combining 
algorithm 

Clock discipline 
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process 

Loop filter 
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§  Peer and poll processes For	  each	  associaAon:	  
§  Poll	  each	  server	  at	  a	  rate	  of	  2τ,	  with	  4	  ≤	  τ	  ≤	  

17	  
§  Poll	  interval	  is	  adjusted	  by	  the	  loop	  filter	  

automa1cally	  
§  The	  peer	  process	  listen	  for	  incoming	  

packets	  
§  Upon	  receipt	  the	  1me	  offset	  θ	  and	  the	  

delay	  δ	  is	  calculated	  for	  each	  associa1on	  
§  Peer	  process	  stores	  the	  last	  8	  measured	  

pairs	  (θj,	  δj)	  
§  The	  pair	  with	  the	  smallest	  δj	  is	  used	  to	  

represent	  the	  best	  es1mator	  for	  θ	  
§  Computes	  sta1s1cs	  used	  by	  the	  system	  

processes	  
-  Jiter	  ϕ	  (RMS	  of	  θj)	  
-  Dispersion	  ε	  

The Network Time Protocol 
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Selection  and cluster algorithm 
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The Network Time Protocol 

	  
	  

System process 

Peer/Poll  
1  

Peer/Poll  
2  

Peer/Poll  
3  

Selection 
and 

cluster 
algorithms  

Combining 
algorithm 

Loop 
filter 

VFO Θc-‐Λc	  

C	  

A	  

B	  

D	  

Objectives 

§  Detect “falsetickers” (D) and reject them 

§  Find a  clique of “truechimers” (A, B, C) 

§  From the list of truechimers extract the nmin peers which provide the best accuracy 

§  A preferred peer always survives the cluster algorithm 



§  Combining algorithm 
Objectives 

§  Combine time offset 
measurement from the survivors 
of the cluster algorithm 

§  Pass this information to the clock 
discipline process 

§  Note: If a preferred peer is used 
-  In this case the combining algorithm 

is not used 
-  Instead the preferred peers offset is 

used to discipline the system clock 

The Network Time Protocol 
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§  Clock discipline and adjustment process 

Objectives 

-  Pass information to the loop filter 
(acts as low pass filter) 

-  Adjust frequency of system time 

-  NTP applies a combined PLL / 
FLL algorithm to control the 
frequency of the system clock 

-  Calculate poll update interval for 
each association 

The Network Time Protocol 
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§  NTP announces an impending leap second via the leap indicator bit in 
NTP’s packet header 

§  It processes the leap indicator bit at the end of the last minute of the 
current day 

 
0     | no warning                            
1     | last minute of the day has 61 seconds  
2     | last minute of the day has 59 seconds  
3     | unknown (clock unsynchronized)         

§  Time of announcement depends on reference time source 
-  GPS: several month before leap event 

-  DCF77: one hour before leap event 

§  Recommend: Usage of NTP leap second file from NIST 
-  Consistent announcement of the leap second one day prior of its occurrence 
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Leap Second 



The Mess with the Leap Second 
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2015-06-30 23:59:59.228109151, leap 1, 
2015-06-30 23:59:59.478348691, leap 1, 
2015-06-30 23:59:59.728589861, leap 1, 

2015-06-30 23:59:59.978826052, leap 1, 
2015-06-30 23:59:59.229081948, leap 1, 
2015-06-30 23:59:59.479319607, leap 1, 
2015-06-30 23:59:59.729566864, leap 1, 

2015-06-30 23:59:59.979825521, leap 1, 
2015-07-01 00:00:00.230121614, leap 1, 

2015-07-01 00:00:00.480385028, leap 0, 

§  The leap second is processed by the operation system 
§  The operating steps back one second at the begin of the leap second (in 

most cases) 
§  “Smeared leap second” (– adding a second unnoticed!) 
-  Approach introduced by Google (penultimate leap second event)  
-  The server does not announce the leap second. Instead the 

equivalent of one second will is added in small increments during the 
last day before the leap second by the NTP server. 

-  This year Meinberg provided an similar approach upon request 

Kernel behavior during leap second event 2015-06-30 



References used by PTB 

§  Time code generator 
-  Synchronized via 

•  GPS 
•  DCF77 
•  Frequency, PPS 

§  Time code  
-  transmitted via 

•  PTP 
•  IRIG-B 

-  Input via 
•  RS232 
•  PCI-card 

§  PPS 
-  Input via RS232 

§  Legal requirements may restrict the 
choice of the time reference  

 

Reference Clocks  
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Performance 

§  Best performance via PPS 
signal (RS232) 

§  However:  
-  PCI-based time code 

generator synchronized to a 
PTP grandmaster via PTP 
protocol also shows sufficient 
performance 

Reference Clocks 
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•  TDEV	  for	  old	  (blue)	  and	  new	  (red)	  
NTP	  servers	  

•  Time	  references:	  
–  1pps	  (blue)	  
–  PTP	  (red)	  

•  Dataset	  
–  MJD	  56658	  to	  MJD	  56689	  (blue)	  
–  MJD	  56901	  to	  MJD	  56931	  (red)	  
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Comparison with PTP 
NTP	   PTP	  

Model	  	   Client-‐Server	   Master-‐Slave	  

Network	  layer	   Layer	  3	  (IP/UDP)	   •  Layer	  2	  
•  Layer	  3	  (IP/UDP)	  

Communica1on	  
mode	  

•  Typically	  unicast	  mode	  
•  Broadcast/Mul1cast	  possible	  

Mul1cast	  based	  

Networks	   Usable	  for	  all	  kind	  of	  networks	   •  Designed	  for	  Local	  Area	  Networks	  (LAN)	  
•  Also	  applied	  in	  Wide	  Area	  Networks.	  Require	  

control	  of	  the	  network	  

Hardware	  
dependence	  

No	   All	  hardware	  devices	  between	  master	  and	  slave	  
must	  support	  the	  PTP	  in	  order	  to	  achieved	  the	  
desired	  accuracy.	  

Clock	  types	   NTP	  specifica1on	  describes	  the	  server	  
and	  client	  state	  machine	  

PTP	  knows	  the	  concept	  of	  
•  Grandmaster	  clock	  
•  Boundary	  clock	  
•  Transparent	  clock	  
•  Ordinary	  clock	  

Usage	   Millions	  of	  NTP	  clients	  and	  server	  in	  the	  
internet.	  E.g.	  
•  All	  opera1ng	  systems	  
•  Switches	  
•  Routers	  

•  Currently	  implemented	  more	  in	  the	  industrial	  
area	  

•  Switches	  (telecom,	  industrial)	  
•  Sensors	  	  
Because	  of	  required	  HW	  support	  more	  expensive	  
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Comparison with PTP 
Message exchange 

11.3 Delay request-response mechanism 

11.3.1 Delay request-response mechanism general requirements 

The delay request-response mechanism measures the <meanPathDelay> between a pair of PTP ports, each 
of which supports the state machine of 9.2.5. The delay request-response mechanism uses the messages 
Sync, Delay_Req, Delay_Resp and possibly Follow_Up as shown in the timing diagram of Figure 34. This 
mechanism shall be executed independently in each supported domain of the two clocks. 

The timestamps t1 and t2 for the Sync message and t3 and t4 for the Delay_Req message of Figure 34 shall 
be measured as defined in 7.3.4.2. Timestamps t1 and t4 shall be measured using the time of the master 
node, and the timestamps t2 and t3 shall be measured using the time of the slave node.  

If the delayAsymmetry (see 7.4.2) of the paths connected to the ingress and egress ports is known, the 
corrections of 11.6 shall be implemented. 

NOTE—The nominal value of the <meanPathDelay> is computed as <meanPathDelay> = [(t2 – t1) + (t4 – t3)]/2 = [(t2 – 
t3) + (t4 – t1)]/2. 

Figure 34 ⎯Delay request-response path length measurement 
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Securing Time Synchronization with TESLA-Like Mechanisms 3

Alice Bob

t1

δ
P

t2

One-Way Time Synchronization Exchange

Alice Bob

PA

t1

ξ · δ t2

t3

(1− ξ) · δ
PB

t4

Two-Way Time Synchronization Exchange

Fig. 1. This is a schematic depiction of typical message exchanges that are used for
time synchronization between Alice and Bob. The left diagram depicts one-way syn-
chronization, while the right diagram depicts two-way synchronization.

tion. An example of this is the symmetric-key authentication procedure of the
NTP, which was first defined for NTP version 3 [10]. Other specifications mostly
try to circumvent the need for the server to memorize the shared key, either
by making it re-generatable on the server side [8, 19] or by having the server
encrypt its full association state and distribute it to the appropriate client [3].
Beside symmetric-key techniques, external security measures such as MACsec,
IPsec, and TLS are candidates for securing time synchronization protocol pack-
ets [13, 16]. It would also be possible to use asymmetric cryptography for the
creation of signatures for time synchronization traffic, although this comes at
the cost of significant overhead and is therefore often excluded as a possibil-
ity [13]. In the remainder of this work, we do not go into any further detail on
securing unicast-type time synchronization traffic. Our focus lies on attacking
schemes for securing broadcast-type time synchronization.

For securing broadcast-type time synchronization messages, specifications
generally use different techniques than for the unicast case. Although broadcast-
type time synchronization might seem like an application for classical asymmet-
ric cryptography, the computational cost is often an essential argument against
it. Instead, specifications often apply the TESLA specification [15] or one of
its variants [5, 14] to This class of specifications (we call the collection of them
“TESLA-like mechanisms”) achieves asymmetric properties while using purely
symmetric cryptography. They can be used for securing broadcast-type time
synchronization either natively for a newly specified protocol [22, 25], or as an
addition to existing protocols [19]. Typically, the symmetric cryptographic mea-
sures are hash-based message authentication codes (MACs), which have very
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Client Server 
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§  Configuration 

§  Monitoring 
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Operational Aspects 



§  NTP appliances: 
-  Configurable via a web based GUI 

§  “Home made” NTP server 
-  Configuration via text files 
-  For most Linux distributions: 

•  Main configuration file:  /etc/ntp.conf 
•  Authentication key file:  /etc/ntp.keys 
•  Start/stop script:   /etc/rc.d/ntp 
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Operational Aspects - Configuration 



§  For stratum 1 server 
-  Use “prefer” option if more than one reference clock (e. g. PTP and 

DCF77) is configured. E.g.  
server IP-address minpoll 4 maxpoll 4 prefer 

§  „peer“ statements 
-  Mutual sync between more than one server (same stratum level)  
-  Establish mutual time in the case all reference clocks are not available 
-  Use authentication for peering 
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Operational Aspects - Configuration 



§  Access control 
-  Use “restrict” statements in order to protect for  

•  DoS attacks 
•  To act as a DoS amplifier 
•  To restrict retrievable information 

-  Allow public only time requests 
•  restrict -4 default kod nomodify notrap nopeer noquery # IPv4 
•  restrict -6 default kod nomodify notrap nopeer noquery # IPv6 

-  More access rights for chosen IP addresses 
1.  restrict -4 192.192.100.100 255.255.255.255 
2.  restrict -4 192.192.100.0 255.255.255.0 nomodify 
o  Example 1) enables the host 192.192.100.100 to request information 

from the NTP server and to change the configuration of the NTP process 
o  Example 2) enables hosts with an IP address from the class C net 

192.192.100.0 to request information from the NTP server 
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Operational Aspects - Configuration 



§  Authentication 
-  Don’t use autokey (it does not work and it has vulnerabilities) 
-  Pre-shared symmetric authentication scheme 

•  Requires a secure key exchange with the client 
•  Trusted keys has to be configured; e.g.: 
o  In /etc/ntp.conf add trustedkey 1 2 15 ( 1001 ... 1008 ) 
o  The keys 1, 2, 15 and the keys in the range from (1001 … 1008) are 

trusted  
•  NTPD natively supports MD5 hash mechanisms (MD5 is deprecated) 
•  NTPD supports SHA1 hashes if build against the OpenSSL library 

§  Use NIST’s leap second file 
leapfile /etc/ntp.leapseconds 
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Operational Aspects - Configuration 



§  Statistic records 
-  Enable statistics  

•  “loopstats” statistics of the selected time source   

•  “peerstats” statistics of each configured time source. 

-  If these files shall be used for stability analysis use 
•  minpoll=maxpoll (in order to get equidistant time series data)  
•  According to RFC 5905: 4 ≤ minpoll ≤ maxpoll ≤ 17 (16 sec – 36 h) 
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Operational Aspects - Monitoring 

MJD	   1me	  past	  
midnight	  

clock	  offset 	  	   frequency	  
offset	  

RMS	  jiter 	  	   RMS	  frequency	  
jiter	  

clock	  discipline	  
loop	  1me	  constant	  

57343	  	   3.000	   -‐0.000003875	  	   9.748	   0.000002442	   0.001388	   3	  

57343	  	   11.000	   0.000000864	   9.749	   0.000002833	   0.001307	   3	  

Example of loopstats file 



§  Threats 

§  Most prominent threats 

§  Mitigation measures 
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Security 



§  IETF’s TICTOC WG: RFC 7384 [Miz2014] 
•  Analysis of security threats for time synchronization protocols  

(NTP and PTP) 
•  Defined a set of security requirements for NTP and PTP 
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Security - Threats 

Bob 

Alice 
Internet 

MITM 

Man-in-the-Middle (MITM)  
Packet Injector (PI) 

PI 
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Security – Threats: RFC  [Miz2014] 
Threat	   By	  what	  means	   Who	  	  

False	  Time	   Changing	  the	  1mestamps	  in	  the	  NTP	  header	   MITM	  

To	  masquerade	  as	  a	  legi1mate	  server	  and	  sending	  false	  
1me	  

MITM,	  PI	  

Rogue	  master	  atack.	  Causing	  the	  client	  to	  believe	  the	  
atacker	  is	  a	  legi1mate	  1me	  server	  

MITM,	  PI	  

Delay	  atack.	  Impacts	  the	  asymmetric	  factor	  ξ	  and	  
therefore	  the	  calcula1on	  of	  the	  1me	  offset	  

MITM	  

Master	  1me	  source	  atack	  (e.g.	  GPS	  spoofing).	  Providing	  
wrong	  1me	  informa1on	  to	  the	  1me	  server	  

MITM,	  PI	  

Degrada1on	  of	  
synchroniza1on	  	  

Intercep1on	  and	  removal	  of	  1me	  synchroniza1on	  
packets.	  

MITM	  

Interrup1on	  of	  
1me	  service	  

Denial-‐of-‐Service	  (DoS)	  atacks	  including	  Crypto-‐DoS	  
Crypto-‐DoS	  

MITM,	  PI	  



2015-11-19 44	   DMDM Beograd, 19/20 November 2015 

Security – Threats: Mitigation 
Threat	   By	  what	  means	   Crypto	  means	  for	  

mi1ga1on	  

False	  Time	   Changing	  the	  1mestamps	  in	  the	  NTP	  header	   Integrity	  protec1on:	  
signature	  or	  MAC	  

To	  masquerade	  as	  a	  legi1mate	  server	  and	  sending	  
false	  1me	  

authen1ca1on	  

Rogue	  master	  atack.	  Causing	  the	  client	  to	  believe	  
the	  atacker	  is	  a	  legi1mate	  1me	  server	  

authen1ca1on	  

Delay	  atack.	  Impacts	  the	  asymmetric	  factor	  ξ	  and	  
therefore	  the	  calcula1on	  of	  the	  1me	  offset	  

Master	  1me	  source	  atack	  (e.g.	  GPS	  spoofing).	  
Providing	  wrong	  1me	  informa1on	  to	  the	  1me	  server	  

Degrada1on	  of	  
synchroniza1on	  	  

Intercep1on	  and	  removal	  of	  1me	  synchroniza1on	  
packets.	  

Interrup1on	  of	  
1me	  service	  

Denial-‐of-‐Service	  (DoS)	  atacks	  including	  Crypto-‐DoS	   •  In	  general	  difficult	  to	  
protect	  from	  	  

•  Authen1ca1on	  of	  
clients	  	  



§  DoS: Distributed Denial-of-Service (DDoS) attack with 
amplification: 
-  Czyz, J. et al. Taming the 800 Pound Gorilla. 435-448, doi:

10.1145/2663716.2663717 (2014) 
-  Rossow, C. in NDSS Symposium 2014    (Internet Society, San Diego, 

California, 2014). 

§  Vulnerabilities in the NTP reference code base   
-  E.g.: end of 2014 (vulnerabilities in the crypto-code) 

§  “Kiss-of-Death packet” attack 
-  Malhotra, A., Cohen, I. E., Brakke, E., & Goldberg, S. (2015, 2015-01-21). 

Attacking the Network Time Protocol.   Retrieved from 
http://www.cs.bu.edu/~goldbe/papers/NTPattack.pdf 
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Security – NTP’s Most Prominent Threats  
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Security – Threats: DDoS 
Distributed Denial-of-Service (DDoS) attack with NTP amplification 

up to 4670 (NTP). In combination with source IP address
spoofing, this adds severe loads to designated DRDoS victims.
For each protocol, we explore the set of potential amplifiers,
for example, by scanning the Internet for open services, by
crawling P2P networks, or by requesting game server lists from
master servers. We show that millions of potential amplifiers
are available for six vulnerable protocols – ideal for attackers
that aim to distribute attacks over many traffic sources.

We then use a three-fold approach to understand if attackers
abuse these vulnerable protocols. (i) We deploy bait services
for these protocols and monitor how they are abused by attack-
ers. (ii) We analyze if attackers scan for potential amplifiers
by looking at the scanning noise of two darknets. (iii) We
propose a light-weight method to detect DRDoS attacks via
traffic analysis and deploy it at a large ISP. Our evaluation of
more than 130 real-world DRDoS attacks shows that DNS is
still the most popular DRDoS protocol, but we also already
witnessed attacks abusing CharGen, SNMP and Quake 3.

Fearing that adversaries will soon discover other powerful
amplification vectors like NTP or SSDP, we describe and
evaluate countermeasures. We show that for some of the
protocols, existing attack detection techniques, such as port-,
content- or length-based filtering approaches will fail, as none
of these attributes is characteristic in the attack traffic. In ad-
dition, we show that request rate limiting does not sufficiently
protect against carefully-crafted DRDoS attacks that abuse
millions of amplifiers. To foster security of future protocols
and their implementations, we also discuss how protocols can
be hardened and give positive examples that are presumably
immune to DRDoS attacks.

The following list summarizes our contributions:

1) We discover that 14 network protocols can be abused
to launch DRDoS attacks that amplify the attack
traffic by the order of up to three magnitudes. We
found thousands, and for six protocols even millions
of amplifiers, allowing for highly distributed attacks.

2) We propose methods to detect real-world DRDoS
attacks, such as bait services that are monitored for
abuse and using traffic analysis to identify DRDoS
victims and amplifiers. We analyze more than 130
real-world attacks, showing that DRDoS attacks
bother network operators on a daily basis.

3) We describe and evaluate DRDoS countermeasures
and discuss methods (not) to use to harden network
protocols and vulnerable implementations.

The remainder of this paper is structured as follows. In Sec-
tion II, we describe our threat model. In Section III, we show
popular network protocols that are vulnerable to amplification.
We search for real-world attacks abusing these protocols in
Section IV. We evaluate countermeasues in Section V, discuss
our findings and future work in Section VII and conclude our
work in Section VIII.

II. THREAT MODEL

Our threat model are distributed and reflective denial-of-
service (DRDoS) attacks, in which an attacker A aims to con-
sume all available bandwidth of a victim V . Reflective means
that A does not directly send traffic to V , but instead uses
systems that reflect the attack traffic to V (so called amplifiers).
Distributed accounts for the fact that A abuses thousands of
amplifiers and V thus faces thousands of attack sources. The
victim V is any Internet-connected host (i.e., server or client)
with a single uplink, usually (but not necessarily) identified by
a single IPv4 address.

A controls an Internet gateway that can send IP packets
with spoofed source addresses. This assumption is reasonable
despite the fact that IP spoofing is considered a bad habit and is
discouraged [21]. As of July 2013, the Spoofer Project listed
that 25% of the Autonomous Systems world-wide allow IP
spoofing [1]. Our threat model becomes more severe the higher
the bandwidth available to A, but we do not make assumptions
about the bandwidth an attacker can use.

A further knows at least one UDP-based protocol P for
which he can craft requests that a server (a potential amplifier)
for P will answer. We assume that A can obtain a set of
amplifiers (M

P

) that respond to valid requests of protocol
P . As we will show, obtaining M

P

is typically not a high
burden to attackers, as attackers can easily understand most
network protocols by reading public documentation or open
source code. In this work, we focus on protocols for which the
responses are larger than the requests. Attacks become worse
the higher this imbalance is, as A can then actually amplify
(and not only reflect) its traffic.

We further restrict A such that he cannot control or
configure the amplifiers in any way, i.e., he can only use
services offered to anybody. To be specific, for the P2P botnets
we analyze, A can not command the bots.

VictimAttacker Amplifiers

Fig. 1: Our threat model: An attacker sends requests to amplifiers with
the victim’s IP address as IP packet source. In turn, the amplifiers send
(potentially multiple) large responses to the victim.

Figure 1 illustrates our threat model. A sends small requests
to three heterogeneous amplifiers that all run services that
are vulnerable to an amplification attack. A specifies V ’s IP
address as source for the request sent to M

P

, causing the
amplifiers to send their responses to V — although V never
asked for it. In case of amplification vulnerabilities in P , M

P

typically sends responses which are significantly larger than
the requests, causing bandwidth congestion at V .

2

From [Ros2014] 
 
 

§  Distributed:  Adversary utilizes the resources of many relay stations 
§  Amplification:  The relay station’s response is larger than the request 
§  Amplification factor: BAF 

§  BAF=(UDP payload from attacker to amplifier)/(UDP payload from amplifier to 
victim) 
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  §  Amplifier is a public accessible NTP server 
§  Amplifier runs an NTP daemon that 

responses to mode-7- or mode-6 packets 
(e.g. version < 4.2.7, until 1. Q. 2014) 

§  Attacker applies mode-7 or mode-6 requests 
(these are no time requests) 

Precondition 

Mode Command Amplifica1on	  factor 

Global	  internet	  	  
[Czyz	  et	  al.]	  Median	  
BAFia 

6 ntpdc –c monlist 4	  –	  10,	  	  
	  spike	  in	  Febr.	  	  50	  -‐	  500 

7 ntpdc –c rv 
 

5 

From: [Czy2014] 
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(c) BAF of version amplifiers

Figure 4: (a) Average on-wire bytes returned by monlist and version amplifiers. Boxplots of the resultant bandwidth amplification
factors (BAF) for monlist (b) and version (c). Boxplots show the minimum, first quartile, median, third quartile, and maximum BAF.
There are a small number of very large outliers in both types.

Table 1: For both amplifiers and victims seen in the fifteen weeks of ONP data, the IP counts, unique routed blocks, unique origin
AS numbers, percentage of IPs that are end hosts, and number of IPs per routed block.

Global Amplifiers Global Victims
Date IPs Blocks ASNs End Hosts End Host % IPs per Block IPs Blocks ASNs End Hosts End Host % IPs per Block
2014-01-10 1405186 63499 15131 260252 18.5 22.13 49979 16233 4797 15571 31.2 3.08
2014-01-17 1276639 61070 14671 207647 16.3 20.90 59937 18722 5373 19321 32.2 3.20
2014-01-24 677112 58519 14339 90889 13.4 11.57 66373 19690 5334 25504 38.4 3.37
2014-01-31 438722 56376 13903 74781 17.1 7.78 68319 20561 5351 28614 41.9 3.32
2014-02-07 365724 52229 13095 70053 19.1 7.00 81284 23062 5624 36765 45.2 3.52
2014-02-14 235370 42719 10961 63164 26.8 5.51 94125 25302 6154 42070 44.7 3.72
2014-02-21 176931 36411 9335 54578 30.9 4.86 121362 28235 6261 60866 50.1 4.30
2014-02-28 159629 32376 8241 51551 32.3 4.93 156643 31802 6702 83178 53.1 4.93
2014-03-07 123673 29159 7403 43531 35.2 4.24 153541 31111 6435 81684 53.2 4.94
2014-03-14 121507 27849 7115 40934 33.7 4.36 169573 32533 6585 88840 52.4 5.21
2014-03-21 110565 27590 7036 38870 35.2 4.01 167578 32748 6700 87550 52.2 5.12
2014-03-28 108385 27003 6997 37808 34.9 4.01 160191 31485 6512 82881 51.7 5.09
2014-04-04 112131 26947 7000 37880 33.8 4.16 143422 28656 5975 69340 48.4 5.00
2014-04-11 108636 26514 6925 36493 33.6 4.10 108756 24425 5272 52371 48.1 4.45
2014-04-18 106445 25976 6751 35683 33.5 4.10 107459 23264 5009 53233 49.5 4.62

April tends to be sparse, helping explain remediation slow-down,
perhaps.

3.2 NTP monlist Amplifier Power
To begin to characterize the threat that this amplifier pool posed,

we first aggregated the on-wire bytes of all monlist responses from
each queried amplifier over the course of the ONP data collection
weeks. As shown in Figure 4a, which plots the average per-sample
on-wire bytes (i.e., packet bytes plus all Ethernet framing and over-
head), there is a large range of data returned for the single monlist
query packet. We find a median of 942 bytes for monlist responses,
and maximum sizes for a given sample were typically in the tens to
a hundred megabytes. Surprisingly, however, a small fraction of am-
plifiers responded with much more data than the monlist command
should ever return; in one case, this was as high as 136 Gigabytes.
We discuss these “mega amplifiers” in § 3.4. The figure also shows
the response sizes to the version command, discussed in § 3.3.

A key feature of a good candidate service for use in amplification
attacks is that it has a high asymmetry of responses to queries, (i.e.,
a high packet- or bandwidth amplification factor (BAF)). Thus, the
servers that return the most packets or bytes for every packet or
byte sent are the most powerful weapons for attacks. For simplicity,
we focus just on bandwidth amplification in our analyses. We also
caution that attackers may “prime” their amplifiers by first making
connections from various IPs in order to make sure that the monlist
table returns the maximum number of entries (600) when later
sending traffic to victims. Thus, actual effects on victims may be
larger when attackers make this effort.

To measure this relative power of the global population of vul-
nerable amplifiers over time, we calculated the aggregate on-wire

bytes from each amplifier in the ONP data and divided that by the
on-wire bytes of a minimum monlist query packet. We used the 64
byte minimum Ethernet frame plus preamble and inter-packet gap,
which total 84 bytes, to obtain the “on-wire” bandwidth amplifica-
tion factor (BAF). Note that with respect to using all UDP, IP, and
Ethernet frame overhead (including all bits that take time on the
wire), our BAF calculations are lower than [32] but more accurately
represent real bandwidth exhaustion effects via the most common
(Ethernet) data links, as the actual load on the wire in both directions
is considered. Figure 4b shows boxplots for the BAFs seen in each
of the fifteen ONP monlist query response samples. As we can see,
there is a wide range of BAFs in any sample, but the median is fairly
steady across samples at around 4 (4.31 in the last five samples),
and the maximum is generally around 1 million, except for the three
samples starting on January 24th, when the maximum is around 1
billion. The third quartile BAF is typically around 15, except for the
middle two samples in February, when it spikes to between 50 and
500. This suggests that, while the typical monlist-responding NTP
server can provide an on-wire amplification of just 4x, a quarter
of the amplifiers still seen in the wild can provide at least a 15x
amplification. Using just one or a handful of such amplifiers, an
attacker with a 100 Mbps Internet connection can easily overwhelm
a service with a 1000 Mbps connection.

3.3 Threat of the Version Command
Our main focus in this paper is on the threat posed by the NTP

monlist command, as it is known to have a high BAF, is of low utility
for normal NTP operation, and has been used in high-profile DDoS
attacks. However, NTP supports other commands that return more
data than is sent (e.g., version, showpeers) though these have not
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Figure 4: (a) Average on-wire bytes returned by monlist and version amplifiers. Boxplots of the resultant bandwidth amplification
factors (BAF) for monlist (b) and version (c). Boxplots show the minimum, first quartile, median, third quartile, and maximum BAF.
There are a small number of very large outliers in both types.

Table 1: For both amplifiers and victims seen in the fifteen weeks of ONP data, the IP counts, unique routed blocks, unique origin
AS numbers, percentage of IPs that are end hosts, and number of IPs per routed block.

Global Amplifiers Global Victims
Date IPs Blocks ASNs End Hosts End Host % IPs per Block IPs Blocks ASNs End Hosts End Host % IPs per Block
2014-01-10 1405186 63499 15131 260252 18.5 22.13 49979 16233 4797 15571 31.2 3.08
2014-01-17 1276639 61070 14671 207647 16.3 20.90 59937 18722 5373 19321 32.2 3.20
2014-01-24 677112 58519 14339 90889 13.4 11.57 66373 19690 5334 25504 38.4 3.37
2014-01-31 438722 56376 13903 74781 17.1 7.78 68319 20561 5351 28614 41.9 3.32
2014-02-07 365724 52229 13095 70053 19.1 7.00 81284 23062 5624 36765 45.2 3.52
2014-02-14 235370 42719 10961 63164 26.8 5.51 94125 25302 6154 42070 44.7 3.72
2014-02-21 176931 36411 9335 54578 30.9 4.86 121362 28235 6261 60866 50.1 4.30
2014-02-28 159629 32376 8241 51551 32.3 4.93 156643 31802 6702 83178 53.1 4.93
2014-03-07 123673 29159 7403 43531 35.2 4.24 153541 31111 6435 81684 53.2 4.94
2014-03-14 121507 27849 7115 40934 33.7 4.36 169573 32533 6585 88840 52.4 5.21
2014-03-21 110565 27590 7036 38870 35.2 4.01 167578 32748 6700 87550 52.2 5.12
2014-03-28 108385 27003 6997 37808 34.9 4.01 160191 31485 6512 82881 51.7 5.09
2014-04-04 112131 26947 7000 37880 33.8 4.16 143422 28656 5975 69340 48.4 5.00
2014-04-11 108636 26514 6925 36493 33.6 4.10 108756 24425 5272 52371 48.1 4.45
2014-04-18 106445 25976 6751 35683 33.5 4.10 107459 23264 5009 53233 49.5 4.62

April tends to be sparse, helping explain remediation slow-down,
perhaps.

3.2 NTP monlist Amplifier Power
To begin to characterize the threat that this amplifier pool posed,

we first aggregated the on-wire bytes of all monlist responses from
each queried amplifier over the course of the ONP data collection
weeks. As shown in Figure 4a, which plots the average per-sample
on-wire bytes (i.e., packet bytes plus all Ethernet framing and over-
head), there is a large range of data returned for the single monlist
query packet. We find a median of 942 bytes for monlist responses,
and maximum sizes for a given sample were typically in the tens to
a hundred megabytes. Surprisingly, however, a small fraction of am-
plifiers responded with much more data than the monlist command
should ever return; in one case, this was as high as 136 Gigabytes.
We discuss these “mega amplifiers” in § 3.4. The figure also shows
the response sizes to the version command, discussed in § 3.3.

A key feature of a good candidate service for use in amplification
attacks is that it has a high asymmetry of responses to queries, (i.e.,
a high packet- or bandwidth amplification factor (BAF)). Thus, the
servers that return the most packets or bytes for every packet or
byte sent are the most powerful weapons for attacks. For simplicity,
we focus just on bandwidth amplification in our analyses. We also
caution that attackers may “prime” their amplifiers by first making
connections from various IPs in order to make sure that the monlist
table returns the maximum number of entries (600) when later
sending traffic to victims. Thus, actual effects on victims may be
larger when attackers make this effort.

To measure this relative power of the global population of vul-
nerable amplifiers over time, we calculated the aggregate on-wire

bytes from each amplifier in the ONP data and divided that by the
on-wire bytes of a minimum monlist query packet. We used the 64
byte minimum Ethernet frame plus preamble and inter-packet gap,
which total 84 bytes, to obtain the “on-wire” bandwidth amplifica-
tion factor (BAF). Note that with respect to using all UDP, IP, and
Ethernet frame overhead (including all bits that take time on the
wire), our BAF calculations are lower than [32] but more accurately
represent real bandwidth exhaustion effects via the most common
(Ethernet) data links, as the actual load on the wire in both directions
is considered. Figure 4b shows boxplots for the BAFs seen in each
of the fifteen ONP monlist query response samples. As we can see,
there is a wide range of BAFs in any sample, but the median is fairly
steady across samples at around 4 (4.31 in the last five samples),
and the maximum is generally around 1 million, except for the three
samples starting on January 24th, when the maximum is around 1
billion. The third quartile BAF is typically around 15, except for the
middle two samples in February, when it spikes to between 50 and
500. This suggests that, while the typical monlist-responding NTP
server can provide an on-wire amplification of just 4x, a quarter
of the amplifiers still seen in the wild can provide at least a 15x
amplification. Using just one or a handful of such amplifiers, an
attacker with a 100 Mbps Internet connection can easily overwhelm
a service with a 1000 Mbps connection.

3.3 Threat of the Version Command
Our main focus in this paper is on the threat posed by the NTP

monlist command, as it is known to have a high BAF, is of low utility
for normal NTP operation, and has been used in high-profile DDoS
attacks. However, NTP supports other commands that return more
data than is sent (e.g., version, showpeers) though these have not
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§  NTP: RFC 1305:   
-  Symmetric pre-shared key approach 
-  It works but it doesn‘t scale 
-  Not usable for national wide time dissemination 

§  NTP: RFC 5906: (Autokey):  
-  Integrity protection based on MAC and  
-  authentication based on asymmetric cryptography 

-  Several vulnerabilities (S. Röttger, 2011) 

§  Ongoing work in the IETF: „Network Time Security“ 
-  Security measures to cryptographically protect time synchronization packets 
-  Focus on NTP  

-  Ability for other time synchronization protocols (e.g. PTP) 

§  PTP: Annex K  
-  Is not implemented 
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§  Have a current version of NTPD running! 
-  E.g. from yesterday: 

•  Mehrere Schwachstellen in der Implementierung des NTP-Daemons vor 
Version 4.2.8p4 können von einem entfernten, nicht authentisierten 
Angreifer zur Ausführung beliebigen Programmcodes, der Manipulation 
von Dateien, der 
Durchführung von Denial-of-Service-Angriffen und der Umgehung von 
Sicherheitsvorkehrungen ausgenutzt werden, wodurch die Manipulation 
der bereitgestellten Zeitangabe erreicht werden kann.  
Die Schwachstellen sind in der NTP Version 4.2.8p4 behoben worden. 

-  Some vulnerabilities in the implementation of NTPD prior to 4.2.8p4 
(which is from Nov 2015). Can be used to run arbitary code. Fixed in 
4.2.8p4. 
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§  NTS 

§  BCP 

§  PTP 
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Network Time Security (NTS) provides:  

§  Authenticity of time servers  

§  Ability to authenticate time clients to the server  

§  Ability to perform authorization checks for time clients and 
servers  

§  Integrity of synchronization data packets  

§  Conformity with TICTOC’s Security Requirements (RFC 
7384)  

§  Support for NTP  

§  Ability for other time synchronization protocols, e. g. PTP  
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Design criterions 

§  Usage of symmetric cryptography for time message 
exchange packets in order to avoid latencies due to 
cryptographic operations 

§  Integrity and authenticity of time exchange packets protected 
by a Message Authentication Code (MAC) produced by a 
HMAC algorithm 

§  Unicast associations: 
-  Key for MAC generation is unique between client and server 

§  Broadcast/Manycast associations 
-  Usage of Timed Efficient Stream Loss-tolerant Authentication (TESLA, 

RFC 4082) approach for strong server authentication 
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Authentication 
§  Client authenticates its server once, initially (e.g. certificate-

based authentication) 
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Integrity Protection via MAC 
§  Unicast mode (client-server): associations are supposed to 

be stateless on the server side 
-  Shared secret („cookie“) for each client-server association. 

•  Can be re-generated by the server at any time 

•  Is transmitted once, initially, from server to client (transmission secured 
through asymmetric cryptography) 

•  Is then used as key for MAC generation 
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§  Broadcast mode: uses TESLA protocol (RFC 4082 of IETF) 
-  Requires client and server to have at least roughly synchronized clocks 

initially (ensured via unicast mode) 

-  Each packet‘s integrity secured by a MAC, generated with key from 
one-way-chain 

-  Keys are used exactly once 

-  Each one-way key is bound to a specific time interval 

-  Disclosure follows pre-disclosed schedule 

-  Verification of received packets is performed a posteriori 



Standardized within the 
IETF 

§  Three Internet-Drafts: 
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§  draft-ietf-ntp-network-time-security-NN.txt 
§  draft-ietf-ntp-cms-for-nts-message-NN.txt 
§  draft-ietf-ntp-using-nts-for-ntp-NN.txt 

 http://datatracker.ietf.org/wg/ntp/documents/ 



Best Current Practice 

§  Is intended to be a RFC (Standard track) 

§  Motivated by the DDoS attack 2014 

§  Shall provide guidance regarding 
-  Configuration of NTP servers 
-  Operation of NTP servers 
-  Guidelines for manufacturer of NTP appliances 

§  Draft version can be found under: 
http://datatracker.ietf.org/doc/draft-reilly-ntp-bcp/ 
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IEEE P1588 Working Group  

§  Revision of IEEE 1588:2008 Standard [IEE2008] 

§  Subcommittees for: 
-  High Accuracy 

•  Goal: sub-ns synchronization 
•  Based on White Rabbit project 

-  Security 
•  Specify a native security protocol that provides  
o  authentication of the master clock 
o  Integrity protection of the time synchronization packets 

•  Provide mappings and guidelines to utilize secured tunnel protocols (IPsec, 
MACsec) 

 

2015-11-19 57	   DMDM Beograd, 19/20 November 2015 

Current Developments - PTP 



[Czy2014]  Czyz, J. et al. Taming the 800 Pound Gorilla  435-448, doi:
10.1145/2663716.2663717 (2014). 

[IEE2008]  IEEE. IEEE Standard for a Precision Clock Synchronization 
Protocol for Networked Measurement and Control Systems. In IEEE Std 
1588-2008 (Revision of IEEE Std 1588-2002). 2008, p. c1-269. 

[Mil2006]  MILLS, D. Computer network time synchronization: the Network 
Time Protocol. Edtion ed.: CRC Press, 2006. 304 p. ISBN 9780849358050. 

[Miz2014]  Mizrahi, T. (2014). Security Requirements of Time Protocols in 
Packet Switched Networks (RFC 7384). doi:10.17487/rfc7384 

[Ros2014]  Rossow, C. in NDSS Symposium 2014 (Internet Society, San 
Diego, California, 2014). 

[MBG2015]  Malhotra, A., Cohen, I. E., Brakke, E., & Goldberg, S. (2015, 2015-01-21). 
Attacking the Network Time Protocol.   Retrieved from 
http://www.cs.bu.edu/~goldbe/papers/NTPattack.pdf 

[Mil2012] Mills, D. (2012, 2012-05-12). The NTP Era and Era Numbering.   Retrieved 
from https://www.eecis.udel.edu/~mills/y2k.html 

 

 
2015-11-19 58	   DMDM Beograd, 19/20 November 2015 

Bibliography 



Physikalisch-Technische Bundesanstalt 
Braunschweig and Berlin 
Bundesallee 100 
38116 Braunschweig 
Max Mustermann 
Telefon: 0531 592-#### 
E-Mail:  max.mustermann@ptb.de 
www.ptb.de 
 
Stand: 10/13 


