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Abstract 

This document constitutes the Strategic Research Agenda (SRA) for the European Metrology 
Network for Mathematics and Statistics in Metrology (EMN Mathmet). The EMN Mathmet is an 
alliance of European National Metrology Institutes (NMIs), Designated Institutes (DIs) and an 
EMN Partner that aims to strengthen research and cooperation in the field. The SRA has been 
developed within a European project (EMPIR 18NET05 MATHMET) to promote and support 
the network. The SRA was developed based on a consultation process with stakeholders and 
the strategies of individual NMIs and DIs, and in alignment with the EURAMET 2030 strategy.  
As a key result, the SRA defines a long-term research goal: the EMN Mathmet will coordinate 
research to strengthen the trust in algorithms, software tools and data to underpin digital 
transformation. For this purpose, new emerging research topics where algorithms, software 
tools and data play a significant role were identified: (i) Artificial Intelligence and Machine 
Learning, and (ii) Computational Modelling and Virtual Metrology. The foundation for the 
development of these new topics is given by the traditional focus on (iii) Data Analysis and 
Uncertainty Evaluation. The SRA characterises the future needs and challenges in the field of 
mathematics and statistics in metrology and provides an outline of how the EMN Mathmet can 
meet these new emerging requirements.  
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1 INTRODUCTION 

“Every industry and every organization will have to transform itself in the next few 
years. What is coming at us is bigger than the original internet, and you need to 
understand it, get on board with it, and figure out how to transform your business.”  

— Tim O’Reilly, Founder & CEO of O’Reilly Media 

1.1 EMN Mathmet 

EURAMET is the European Association of National Metrology Institutes (NMIs) with the 
mission to develop and disseminate an integrated, cost effective and internationally 
competitive measurement infrastructure for Europe that addresses the needs of industry, 
business and governments. To support this mission, since 2019 eleven European Metrology 
Networks (EMNs) have been established under the umbrella of EURAMET. They cover various 
themes including climate and ocean observation, quantum technologies, advanced 
manufacturing, traceability in laboratory medicine and food safety. 

The European Metrology Network for Mathematics and Statistics (EMN Mathmet) was founded 
in June 2019 and its membership comprises 15 NMIs/Designated Institutes (DIs) and 1 EMN 
Partner, having signed a Memorandum of Understanding. Measurement science increasingly 
relies on new analytical and computational approaches, requiring expert knowledge of, and 
support from, the areas of applied mathematics, statistics, and numerical computation, and 
state-of-the-art computational tools. The mission of the EMN Mathmet is to create sustainable 
structures in mathematics and statistics for metrology to strengthen the European 
measurement infrastructure. To achieve the overall mission, Mathmet is  

• creating and disseminating knowledge,  

• gaining international leadership and recognition, 

• building a coordinated infrastructure, and 

• establishing stakeholder relations 

in the areas of applied mathematics and statistics for metrology. The creation of a Strategic 
Research Agenda (SRA), which describes the future needs for research in mathematics and 
statistics for metrology, will help to inform and guide these activities. The research needs 
identified in this SRA are strongly driven by the digital transformation of industry, society and 
in turn metrology.  

1.2 Need for a Strategic Research Agenda 

Metrology and its implementation in NMIs, DIs, laboratories, academia, and industry 
increasingly depends on good quality models and computation. For example, challenges in 
modelling and understanding climate variables, the fiscal metering of renewable energy, and 
advanced manufacturing all rely on models and measurement results. In many of these areas, 
mathematics, statistics, and models play an essential role and can make the difference 
between a successful implementation of infrastructure and a poorly performing one.  

This trend is strengthened by the increased use of intelligent systems as a result of the digital 
transformation. Everything is becoming “smarter” and “data-driven” at all levels of the 
manufacturing process. A key element of that development is, for example, the use of smart 
sensors or networks where measured data are directly processed.  

This development not only unlocks possible new business fields, but also provides the 
opportunity to increase the efficiency of processes, reduce waste and enable the 
personalisation of products in many sectors, ranging from the environment to health and to 
manufacturing. In particular, the personalisation of healthcare products and medical therapies 
not only helps to improve quality of life but also contributes to saving limited resources. 
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The new role of metrology and the determination of uncertainty for complex and smart systems 
was already emphasised several years ago by M. Sené, I. Gilmore and J. T. Janssen: 

“Measurement technology is becoming more powerful and complex … Tracking and 
quantifying the uncertainty of the final result can get lost amid all this data crunching …… An 
increasing number of research areas lack a metrological framework, however …. Quantifying 
uncertainty in complex problems is almost becoming a field in itself. The metrology 
community needs to step up to this challenge, in particular by engaging more statisticians, data 
experts.”, Nature 2017 [1].  

Recently, the International Committee for Weights and Measures (CIPM) commissioned a task 
group to transform the SI into the digitised world. This task group on the “Digital-SI” formulated 
its Grand vision of the SI Digital Framework in which the measurement is described holistically 
including all accessible information. The following excerpt illustrates the importance and 
necessity of increasingly focusing on models, data, software tools and algorithms. Extract 
from BIMP-WS-digital SI/2021-Vision [2]:  

“The framework will allow more information to be represented digitally, not only measurement 
results, but also the system being measured, how the measurements were made, and the 
workflow (data, models, software) associated with establishing the measurement results … 

In the longer term:  

• Digital representation of measurement procedures, measurement workflows, analysis 
methods, provenance and traceability chains, that allows machines to access and act 
upon this information with little or no human intervention.  

• Especially digital representation of key comparison and interlaboratory comparison.  

• Embed the SI Digital Framework in cyber-physical systems, e.g. sensor networks, 
Internet of Things environments, autonomous systems, and establish traceability at point 
of measurement.” 

This emerging development is a unique challenge for metrology, which is built upon an 
established system comprising a quality infrastructure, accreditation services, conformity 
assessment, norms and standards, and market surveillance. Comprehensive changes are 
required to be able to continue to guarantee confidence in measurements and their digital 
equivalents, and the safety of systems that depend on measurement. In addition to technically 
advanced challenges, such as the deployment of digital calibration certificates, the 
development of a quality infrastructure for data and digitally supported testing and approval 
processes, there is a significant need for research in the field of mathematics and statistics for 
metrology.  

Mathematicians and statisticians from NMIs and DIs across Europe have joined forces in the 
EMN Mathmet to identify and coordinate corresponding research needs. This SRA records 
those research needs, explains the motivation for them in terms of addressing requirements 
from the perspectives of the metrology community and other stakeholders, and proposes a 
roadmap for meeting those needs. It will be used to ensure that the EMN Mathmet has a sound 
basis to direct future research activities in the field of mathematics and statistics for metrology, 
and to increase the efficiency of the EMN in its task to support research developments in 
modern metrology at the European level. It will also enable the EMN to influence the structure 
and topics of future European research programmes to address emerging needs. 

1.3 Scope  

This SRA covers the research area of “Mathematics and Statistics for Metrology”, which is the 
focus of the EMN Mathmet.  It is aligned with stakeholder needs, the EURAMET 2030 strategy 
and individual NMI strategies. The SRA aims to pool the resources of Mathmet members, 
associates, and partners to address new, emerging developments in mathematics and 
statistics for metrology. These new developments are primarily driven by the digital 
transformation.   
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The SRA was developed based on the results of surveys of Mathmet members and associates, 
stakeholder interviews, and workshops and consultations with the Stakeholder Advisory 
Committee of the EMN. The stakeholder consultation process identified two new developments 
in the field of mathematics and statistics for metrology as priorities for the SRA: 

1. Artificial Intelligence and Machine Learning (AI&ML) 
2. Computational Modelling and Virtual Metrology (CM&VM) 

but recognises that the traditional research field of Data Analysis and Uncertainty Evaluation1 
(DA&UE) continues to be important, crosscutting all scientific applications and yet posing 
unresolved challenges. 

The research topics constitute very large areas with their own research and user communities 
that go beyond those involved in, or dependent on, measurement. Therefore, this SRA 
focusses on the research required for AI&ML and CM&VM to be harnessed by the metrology 
community in ways that are principled and trustworthy, as well as to increase the reach of 
metrology into new applications. It points at the research needed to support the metrology 
community, principally NMIs and DIs such as members of the EMN Mathmet, other Euramet 
EMNs and TCs, but also more widely those industries and sectors that depend on 
measurement, such as advanced manufacturing, healthcare, environment, and energy. The 
intention is to look forward 10 years, but it is expected to review and update the material 
periodically. 

This document is a recommendation for research activities within the EMN Mathmet for the 
next decade to underpin the vision that the 

EMN Mathmet ensures quality and trust in algorithms, software 
tools and data for metrology, and in inferences made from such 

data, to foster the digital transformation. 

The document is also addressed to stakeholders. It informs them about plans for future 
research and invites them to engage with the EMN Mathmet in activities which form the basis 
for long-term relationships. The SRA is a key document for the mathematics and statistics in 
metrology community and will become an integral part of the strategic agenda of the EMN 
Mathmet.  

1.4 Identifying Stakeholder needs  

The development of the Strategic Research Agenda for the EMN Mathmet was driven by an 
extensive and inclusive stakeholder consultation process. The goal of this process was to 
identify urgent stakeholder needs, new challenges, and opportunities in the areas of 
mathematics and statistics in metrology. Using a variety of consultation methods, EMN 
Mathmet ensured that the resulting SRA reflected a comprehensive and well-rounded 
understanding of stakeholder perspectives. 

The first phase of the consultation process involved the mapping process of more than 60 
stakeholders from a variety of sectors, including academia, industry, government, and 
research institutes. This mapping was critical to understanding the interests, concerns, and 
needs of the various stakeholder groups. 

From the identified stakeholders, EMN Mathmet formed the Stakeholder Advisory Committee 
(SAC), which included nine key stakeholders with significant influence and diverse 
backgrounds. The SAC was essential in providing strategic guidance, insights, and 
recommendations for the SRA development process. 

 

1 In this document, we distinguish between uncertainties in the context of data analysis for physical 

measurements (‘uncertainty evaluation’) and generally in the context of emerging fields (‘uncertainty 
quantification’). 
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The SAC held regular discussion meetings to identify and assess new challenges and 
opportunities in mathematics and statistics in metrology. These meetings provided a platform 
for expert dialogue and fostered collaboration and knowledge sharing among stakeholders. 

In addition to the SAC meetings, EMN Mathmet conducted interviews with key stakeholders to 
gain qualitative insights into their needs, expectations, and concerns. These interviews 
provided an in-depth understanding of stakeholder perspectives that informed the SRA's focus 
areas. 

EMN Mathmet used questionnaires to collect quantitative data from stakeholders. These 
questionnaires were distributed during the joint ENBIS and EMN Mathmet workshop: 
Mathematical and Statistical Methods for Metrology (MSMM 2021). Survey responses 
provided valuable feedback on stakeholder priorities and needs. 

Panel discussions at the MSMM 2021 and MATHMET 2022 conferences facilitated open 
dialogue among stakeholders and provided further insight into the emerging challenges of 
mathematics and statistics in metrology. These discussions also provided an opportunity for 
stakeholders to express their views on the SRA development process. 

EMN Mathmet engaged with EURAMET, EURAMET EMNs, and EURAMET Technical 
Committees (TCs) to gather their feedback and recommendations. This collaboration ensured 
that the SRA was aligned with the broader metrology and research goals at the European level. 

The needs of stakeholders involved in European joint research projects with strong EMN 
Mathmet participation were included to explore current challenges and opportunities in 
metrology. These discussions provided real-world insights and ensured that the SRA remained 
relevant and responsive to ongoing developments in the field. 

Since October 2021, EMN Mathmet has started an initiative on measurement uncertainty 
training, for which a consortium of Mathmet and non-Mathmet members was formed with the 
aim of improving the quality, efficiency, and dissemination of measurement uncertainty 
training. A large variety of stakeholders are supporting this activity: 35 members encompassing 
NMIs, EURAMET associates, EMNs and TCs, metrological and accreditation bodies, 
companies and universities. Non-Mathmet members and stakeholders of the Mathmet “MU 
Training” activity are automatically members of the EMN stakeholder community and can be 
considered for inclusion in the SAC, if desired. They were informed about the first draft of the 
SRA and asked for feedback.  

Through this extensive stakeholder consultation process, EMN Mathmet was able to define 
the challenges and priorities within the SRA, ultimately resulting in a strategic roadmap that 
addressed the most pressing stakeholder needs. By putting stakeholder needs and concerns 
at the top of the agenda, the SRA is able to drive significant advances and innovations in the 
field of mathematics and statistics in metrology. The consultation process will be carried out 
continuously, to update the needs of the stakeholder community and to identify new 
challenges: this will help to keep updating the SRA.  

1.5 Outline of this SRA   

Mathematics and statistics underpin the key competences in metrology in terms of (i) 
measurement traceability, (ii) conformity assessment, and (iii) key comparisons, through 
modelling and data analysis. Critical to these competencies is the evaluation and reporting of 
reliable measurement results, including measurement uncertainties, that can only be 
determined with suitable methods from mathematics and statistics.  

Within the context of digitalisation, new approaches such as Artificial Intelligence and Virtual 
Metrology are increasingly used in industry for metrological applications. For these new 
approaches, there is still a lack of foundational methods in mathematics and statistics to ensure 
the metrological key competences for the next generation of metrology. This lack of methods 
implies that currently no metrological quality infrastructure can be built for such prospective 
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applications, which places the EU at a competitive disadvantage. To explore what is needed 
and to address this grand challenge, the EMN Mathmet has focused its SRA on the topics of 
AI&ML and CM&VM. 

In Section 2, the stakeholder consultation process that resulted in this SRA is described, 
roadmaps for the research topics considered in this SRA are collated, and recommendations 
and next steps for activities to be undertaken by the EMN Mathmet based on them are given. 
The material presented in this section is a distillation of the more detailed information provided 
in subsequent sections. 

In Section 3, Artificial Intelligence (AI) and Machine Learning (ML) is introduced from the 
metrological perspective. After an introduction giving the background to the topic, the needs of 
stakeholders and the metrological infrastructure are summarised. Next, the key challenges and 
open research questions arising from the gap between the needs and the state of the art are 
discussed. The needs and challenges are supported by modern applications and use cases.  

Section 4 deals with the research topic Computational Modelling (CM) and Virtual Metrology 
(VM). After a brief introduction, the current state of the art from the metrological perspective 
and the needs of CM&VM based on NMI strategies and stakeholder consultations are 
presented. Next, based on the needs and the state of the art in CM&VM, the resulting 
challenges are described.  

Section 5 is dedicated to the more classical topics of Data Analysis (DA) and Uncertainty 
Evaluation (UE). Both topics are at the core of past and current research activities of the EMN 
Mathmet members and associates and will continue to be so. The expertise in these areas 
also enables the EMN Mathmet to meet the challenges of emerging research topics, such as 
AI&ML and CM&VM. Nevertheless, there are still open research questions not only of interest 
for the metrology community, but also for stakeholders from industry. This shorter section 
presents selected needs and challenges to be addressed in this area.  

Finally, the conclusion (Section 6) discusses and summarises the key challenges for the 
identified research topics and gives an outline of how the overall vision that the “EMN Mathmet 
ensures quality and trust in algorithms, software tools and data for metrology, and in inferences 
made from such data, to foster the digital transformation” can be best achieved.  

2 ROADMAPS AND RECOMMENDATIONS 

2.1 Background to the roadmaps 

For the two emerging research topics in the field of mathematics and statistics in metrology, 
the stakeholder consultation process was used to define key sub-topics for which research 
needs and challenges can be clearly identified.  

For the first topic (i) on Artificial Intelligence and Machine Learning (AI & ML) these sub-topics 
are: 

1. Uncertainty quantification 
2. Generalisability and robustness 
3. Interpretability  
4. Quality framework.  

For the second topic (ii) on Computational Modelling and Virtual metrology (CM & VM) they 
are: 

1. Reliability and quality 
2. Efficiency and real-time calculations 
3. Uncertainty quantification. 

To meet the research needs and challenges identified for these sub-topics within the next 
decade, the necessary steps are defined in the roadmaps presented in the following sub-
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sections. The steps are divided into those needed in the short-term (2023─2027) and those 
needed in the medium-term (2028─2033). A detailed description and justification for the 
roadmaps are given in the following sections.
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2.2 Roadmap – Artificial Intelligence and Machine Learning  

  Time 

Topic Sub-topic Short-term (2023 ─ 2027) Medium-term (2028 ─ 2033) 

Artificial 

Intelligence 

and 

Machine 

Learning 

Uncertainty 

Quantification (UQ) 

• Information about general metrology requirements for 

UQ for ML models and based on requirements from 

specific application areas (advanced manufacturing, 

energy and environment, healthcare, food safety, etc.), 

information about the different sources of uncertainty 

and methods for quantifying the uncertainty for those 

sources. 

• Methods for UQ for ML models focussed on supervised 

learning (regression and classification tasks). 

• Methods for propagating uncertainty of test data 

through fixed (already trained) ML models. 

• Methods for propagating uncertainty of training data to 

quantify uncertainty of ML model parameters. 

• Methods for combining the effect of uncertainty from 

different sources: the test data, the training data, model 

misspecification, the training of ML models, etc. 

• Methods to address metrology requirements for UQ: 

non-Gaussian distributions, correlated and 

heterogeneous effects, large-scale, etc. 

• Methods for UQ for ML models extended to transfer 

learning. 

• Methods for UQ for ML models extended to semi-

supervised and unsupervised learning (e.g., 

clustering). 

• Methods for UQ for (data-driven) ML models 

augmented with domain knowledge (e.g., physics-

inspired neural networks [PINNs]). 

• Information about metrology requirements for UQ for 

ML models in the context of reinforcement learning. 

Generalisability and 

Robustness 

• Methods and metrics to compare the predictive 

performance of ML models on training data and test 

data that account for uncertainty in such data. 

• Methods to assess the extent to which ML predictions 

are resilient to random, systematic, adversarial, and 

out-of-distribution perturbations in input data. 

• Methods to evaluate the global robustness of ML 

predictions to variations in the training data and in the 

hyper-parameters of the training algorithm.  

• Methods to improve the robustness of ML 

predictions, including those based on adversarial 

training, on modelling label error, and on 
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• Methods to assess the sensitivity of ML predictions to 

new test data and its uncertainty. 

• Benchmarking datasets and design metrics to allow for 

quantitative evaluation of generalisability and 

robustness and comparisons of (current and new) 

methods. 

automatically searching for deep neural network 

architectures that are inherently robust to noise and 

incorrectly labelled data. 

• Methods to assess and improve generalisability and 

robustness of ML models extended to transfer 

learning. 

Interpretability 

• Methods designed for classification tasks adapted to 

apply to regression tasks, and those designed for 

images adapted for the types of input data of relevance 

in metrology applications (e.g., explanation methods 

that are gradient-, propagation- or perturbation-based 

or employ surrogate models to approximate the ML 

model). 

• Benchmarking datasets and design metrics to allow for 

quantitative evaluation of explanations and 

comparisons of (current and new) explanation 

methods. 

• Methods for the design and training of inherently 

interpretable networks, such as regularisation, hybrid 

methods and architectural adjustments. 

• Methods based on incorporating domain knowledge 

to support interpretability (e.g., physics-inspired 

neural networks [PINNs]). 

Quality Framework 

• Guidance on the specification and collection of 

training, validation and testing datasets to support 

trustworthy ML in metrology applications (e.g., 

addressing questions of quality, balance, bias, 

combining training datasets, augmenting training data, 

pre-processing, and cleaning).  

• Guidance on model choice (e.g., choice of neural 

network architecture, choice of kernel function for 

Gaussian Processes, etc.).  

• Guidance on model training (e.g., setting and 

optimising training parameters, adversarial training, 

etc.). 

• Framework to support verification and validation of ML 

models, including design of appropriate metrics. 

• Methods for formal verification of ML models. 

• Framework to support reproducibility of results from 

data processing pipelines dependent on ML models 

(e.g., recognising probabilistic nature of process of 

model training and role of training, validation, and 

test data in that process). 

• Framework to support auditability of ML models in 

metrology applications. 

• Specification of a standard interface to support 

frameworks for benchmarking, validation, and 

certification of ML models. 
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2.3 Roadmap – Computational Modelling and Virtual Metrology 

  Time 

Topic Sub-topic Short-term (2023 ─ 2027) Medium-term (2028 ─ 2033) 

Computational 

Modelling and 

Virtual 

Metrology 

Reliability and 

Quality  

• Validation framework for virtual experiments and 

digital twins. 

• Approaches to verify computational models. 

• Statistical procedures for the assessment of the 

discrepancy between standard measurements and 

the data from the virtual counterpart. 

• Framework for key comparisons of virtual 

measurements devices. 

• Virtual test and reference standards, e.g., 

standardised virtual calibrations. 

 

Efficiency and Real-

Time Calculations 

• Real-time methods for computationally expensive 

systems.  

• Model error determinations, e.g., surrogate models. 

• Methods to treat efficiently high dimensional 

parametric problems. 

 

Uncertainty 

Quantification (UQ) 

• Methods for UQ for virtual measurements. 

• Methods for UQ for digital twins. 

• Traceability chain to a virtual/real standard. 

• Digital twins for metrological applications. 
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2.4 Recommendations   

The Strategic Research Agenda (SRA) is a key tool for achieving Mathmet's strategic goals. 
To achieve the goals effectively, several key steps are required. First, it is necessary to identify 
potential funding opportunities to ensure that research projects have the necessary resources. 
Second, a quality assurance framework (quality assurance tools) must be developed to ensure 
the scientific excellence and relevance of research results such as software, data and 
guidelines. Third, specific use cases should be identified to develop practical solutions to real-
world metrological challenges and add value to the stakeholder communities. By combining 
these steps, Mathmet can successfully achieve its research goals while accelerating progress 
and innovation depicted on the roadmap.  In the following, and in Appendix D, we illuminate 
these three important steps.   

2.4.1 Quality Assurance tools  

To achieve the goals of the roadmap, it is recommended to employ specified quality standards. 
The Quality Assurance Tools (QAT) were developed and designed by the JNP consortium to 
ensure that research outputs in the forms of data, software and guidelines are fit-for-purpose, 
achieve a sufficient level of quality, and are consistent with the aims of National Measurement 
Institutes to provide quality-assured and trusted outputs.   

 
For research outputs in the form of data and software, the QAT is structured according to 
iterative life cycles for developing software and builds upon existing good practices for data 
management and software development, following the process-based approach of ISO 9001 
and ISO 8000. 

Components of the QAT 

The QAT consists of separate components for data, software, and guidelines. For data and 
software an on-line interactive risk assessment tool guides the user in developing a quality 
management plan. For guidelines (future and existing), the QAT involves completing an 
interactive checklist comprising a set of questions, and making a recommendation based on 
the answers to those questions. 

Figure 1: Sketch of the QAT. The QAT 
consists of 4 components: software, 
guidelines and data are assessed with a 
risk tool to ensure tailored quality 
assurance 

https://www.iso.org/obp/ui/#iso:std:iso:9001:ed-5:v1:en
https://www.iso.org/obp/ui/#iso:std:iso:8000:-1:ed-1:v1:en
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The components are summarised below: 

• A quality management plan is key to the QAT components for data and software. This 
plan lists the quality management activities needed for a particular dataset or piece of 
software. These activities follow a typical life cycle from requirements capture to design 
and development, verification, and validation through to release and maintenance. 
Review is an important activity that is carried out throughout the life cycle. 

• Quality management plans are generated using an on-line, interactive risk assessment 
tool. Risk is quantified using a value called an integrity level. The integrity level is a 
number between 1 and 4, where 1 indicates the lowest level of risk (e.g., prototypes of 
software for internal use within an organisation) and 4 indicates the highest level (e.g., 
software that is safety critical). The integrity level is used to decide quality management 
activities, i.e., the activities listed on the plan, to be undertaken. Mathmet provides an 
on-line risk assessment tool to guide the user through the process of calculating an 
integrity level and generating a quality management plan. 

• The concept of an integrity level is analogous to, but should not be confused with, the 
“safety integrity level” of IEC 61508 “Functional safety of electrical/electronic/ 
programmable electronic safety related systems”. This value is also a number between 
1 and 4, where 1 specifies the lowest level of functional safety and 4 the highest. 

• For software, the QAT can include established quality procedures and templates from 
the Mathmet members. However, the activities listed in the quality management plan 
must be carried out.  

• Quality management of data is less well established than quality management of 
software. Accordingly, developing this component of the QAT was arguably a research 
activity to some extent. A key concept is that integrity levels are adapted to apply to data 
as well as software. 

• As with software, an on-line risk assessment tool will assist with assigning integrity levels 
and generating quality management plans. 

• The aim of the Guidelines component of the QAT is to ensure a sufficient level of quality 
in the development, assessment, and recommendation of existing and future guidelines 
for mathematics and statistics in metrology. 

• The QAT is available on the Mathmet website and can be downloaded here. 

 
The FAIR (Findable, Accessible, Interoperable, Reusable) principles are of particular interest 

for metrology because they provide a robust framework for managing, processing, and sharing 

measurement data. In terms of Artificial Intelligence and Virtual Metrology, compliance with 

these principles can ensure the quality and integrity of the data used, ultimately leading to 

more accurate and reliable predictions. When data conforms to FAIR principles, it is easier to 

identify and eliminate biases, errors, and inconsistencies, leading to a more trustworthy 

foundation for model development. This is especially important when data come from multiple 

sources that have different quality characteristics or are interdependent to varying degrees. 

The quality assurance tools developed by the EMN Mathmet facilitate the implementation of 

FAIR principles for metrological applications by helping to support the integrity, origin, and 

traceability of data throughout the process of data acquisition, labelling, modeling, validation, 

and verification. A well-documented quality management system provides transparency and 

allows internal and external auditors to evaluate the processes and methods involved. This 

verifiability in turn contributes to user confidence. The development and adoption of generally 

applicable standards and guidance documents that incorporate best practices for data 

https://www.euramet.org/european-metrology-networks/mathmet/activities/quality-assurance-tools
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management can ensure that their models correspond to FAIR principles, ultimately leading to 

more accurate, reliable, and trustworthy forecasts in the metrology domain. 

2.4.2 Applications and use cases 

To achieve the goals depicted in the road maps it is recommended to define application and 
use cases tailored to the urgent needs of different stakeholder communities. By addressing 
the most important metrological issues of these stakeholders in the field of mathematics and 
statistics, we aim to pave the way for successful collaboration and to make a significant 
contribution to metrology in various fields. 

By exploring these use cases, all stakeholders can gain valuable insights into potential 
solutions to the emerging challenges in mathematics and statistics in metrology, but also 
further develop specific applications. 

Moreover, the identified use cases directly relate to the challenges defined in the SRA, 
ensuring that the initiatives taken are in line with the research and innovation objectives of the 
EMN Mathmet. 

Electrical Properties Tomography (EPT) is a family of techniques that use the spatial 
distribution of the radiofrequency magnetic field acquired during a session of Magnetic 
Resonance Imaging (MRI) to obtain an indirect measurement of the dielectric properties 
(conductivity and/or permittivity) of biological tissues. The measurements obtained through 
standard EPT suffer from systematic errors at the boundary between different tissues, and first 
attempts to correct these errors using deep learning have appeared in the literature [14]. 
Quantifying uncertainty and assessing robustness are important considerations for these 
methods.  

Magnetic Resonance Imaging (MRI) is a highly versatile and powerful medical imaging 
technology. The main challenges of MRI are high costs for purchase, infrastructure, and 
maintenance [3]. Currently MRI is only available at highly specialised hospitals and high-
income countries. Portable and affordable open-source low-field MRI has the potential to 
overcome these challenges and revolutionise medical health care, which is fully in line with the 
current EU4Health Programme [4-6]. Cheaper production leads to imperfections in the MR 
system. To achieve high image quality and diagnostic accuracy these imperfections can be 
characterised metrologically and then taken into consideration during image reconstruction. 
This leads to a large scale non-linear inverse problem which can only be efficiently solved 
using physics-informed neural networks (PINNs). For a reliable diagnosis and hence 
optimal patient care it is essential to characterise the uncertainty and robustness of these 
complex image reconstruction algorithms. 

Digital phantoms and in silico approaches are essential instruments for the validation and 
calibration of medical imaging techniques as well as for the development of novel AI-based 
diagnostic tools, as also stated by the Food and Drug Administration (FDA) in a recent report 
“Spotlight: Digital Health Regulatory Science Opportunities”. Computer-generated virtual 
models, with known anatomy and physiological functions, combined with in silico modelling, 
can be used as a gold standard to produce reference data for improving diagnostic devices 
(e.g., for radiography, MRI), as well as for optimising image processing and reconstruction 
techniques. Given the model of the physics of the imaging process, acquired data of the digital 
phantoms can be generated numerically, providing a tool for device calibration and for the 
generation of synthetic data, to be used as a ground truth for signal generation and image 
production process, and for the benchmarking of novel AI-based diagnostics tools. 

The Photoplethysmograph (PPG) is a non-invasive device that measures the intensity of 
transmitted or refracted light through body tissue. PPG signals vary throughout the cardiac 
cycle and can be measured at various parts of the body, such as the finger, wrist, arm, ankle, 
heart, and neck. The signals provide valuable information about the cardiovascular, 
respiratory, and autonomic nervous systems. PPG devices are widely available and 
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inexpensive, making them popular for clinical and wearable use. Additionally, contactless 
measurements by external cameras or smart devices allow for long-term monitoring without 
patient discomfort. Despite the vast amount of data collected through PPG signals, algorithmic 
evaluation of the signals to detect diseases or infer physiological parameters is almost never 
used in clinical settings. One reason for this is the lack of trust in the output of such algorithms. 
Machine learning methodologies are essential for the extraction and evaluation of key features 
used for diagnosis. However, confidence in the performance and predictions of machine 
learning algorithms is crucial in medical contexts, where diagnostic mistakes can be fatal or 
result in unnecessary anxiety and overtreatment. An analysis of the uncertainty associated 
with machine learning algorithms and their predictions is therefore indispensable for 
providing clinicians and users of wearable devices with critical information about the quality 
and trustworthiness of the produced results. 

The increased reliance on renewables leads to challenges in ensuring the stability of power 
grids, and the European Network of Transmission System Operators for Electricity (ENTSO-
E) has recognised a new need to monitor inertia as a critical system stability parameter [7]. 
Direct inertia measurement is challenging, but new approaches overcome these challenges 
by applying ML to grid measurement data to determine inertia. However, the acceptance of 
these solutions by grid operators through appropriate standardisation will require uncertainty 
evaluation. Uncertainty-aware inertia measurement in power grids will lay the foundation for 
standardisation of new grid monitoring systems and acceptance of the ML approach by risk-
averse grid operators, ensuring stable and more economic operation of power grids dominated 
by renewable energy generation. In the UK alone, the cost of maintaining security margins due 
to unknown inertia has increased from less than €50 million in 2017 to €350 million in 2021 [8]. 
A further impact will be lower CO2 emissions resulting from increased renewables uptake, 
essential to the transition to net-zero by 2050. 

Inferring the state-of-health of lithium batteries from impedance measurements is of 
interest, for example, in the car industry, but the task is beyond the reach of traditional 
methods. While Gaussian Process regression for this task has been proposed recently [9], the 
exploration of more scalable ML approaches based on deep learning is still lacking. 
Uncertainty evaluation associated with these ML approaches is needed to take decisions 
reliably in conformity assessment. Forecasting the state-of-health of Li-ion batteries is needed 
in applications such as electric vehicles and other consumer electronics [9]. Uncertainty 
quantification of such forecasts helps to increase the reliability of a decision to exchange 
batteries, and it also fosters “the economical and sustainable re-use of the multitude of Li-ion 
batteries, contributing towards Europe’s renewable energy and climate change goals” [10]. 

Thermocouples are widely used in the aerospace industry, but they drift and need frequent 
recalibration in harsh conditions, motivating the recent development of self-calibrating 
thermocouples by the metrology community [11]. In the absence of complete physics-informed 
models for the way such thermocouples drift, a data-driven approach can be exploited to make 
decisions about when the drift warrants a recalibration of the sensor, and it is vital for the 
accreditation of any such calibration technique that it evaluates uncertainty. The ability to 
automate self-calibrating thermocouples and quantify the associated uncertainties will open 
the door to their certification within the regulatory frameworks to which end users must comply. 
This ability will reduce the need for expensive recalibration and replacement of thermocouples 
in high value manufacturing and other process control applications where process temperature 
uncertainty has a significant impact on product quality or process efficiency. The result will be 
more efficient processing, both in terms of energy use and in terms of product quality and yield, 
reduced wastage, and lower CO2 emissions. 

Microscopy-based techniques such as SEM (Scanning Electron Microscopy) are reference 
techniques for measuring nanoparticle size, which is important in the production and control 
of materials including titanium dioxide. Image analysis involving segmentation to determine 
the nanoparticle edges is a key step of the measuring process. The state-of-the-art methods 
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available on the market are so-called `watershed algorithms’, but this technique induces errors 
that negatively affect the reliability of the measurements, which has prompted the 
consideration of deep learning for segmentation. It is crucial that the methodology involving 
ML is quality assured, which requires methods for ensuring robustness and evaluating 
uncertainty [12, 13]. The development of nanoparticle characterisation algorithms with 
associated uncertainty statements will provide the nanomaterials industry with robust and 
reliable data, enabling the improvement in quality systems in response to regulatory 
requirements. For example, REACH (Registration, Evaluation, Authorisation and Restriction 
of Chemicals) is an EU regulation that addresses the production and use of chemical 
substances and their potential impacts on both human health and the environment. Moreover, 
characterisation of nanoparticle populations by electron microscopy is time-consuming and 
expensive: automating the image analysis process will significantly reduce costs. 

Scatterometry is an optical measurement technique for determining the dimensions and 
parameters of thin film systems and of more complex periodic geometries with dimensions 
from a few nm to tens of μm. To obtain the measurand an inverse problem has to be solved. 
The classical approach requires repeatedly solving the Maxwell equations for an idealised 
system, and when in addition Bayesian inference techniques are used to derive uncertainty 
information, computations may take several weeks or longer. In this context, neural networks 
can potentially help to solve the inversion much more quickly. Obtaining uncertainty 
information and interpretation of the output of the neural network is highly desirable to make 
this approach trustworthy.  

Gas turbines represent a key component of both aeronautical engines and energy generation 
systems. The flow field inside these components is characterised by complex phenomena, and 
one promising strategy for prediction involves field inversion with respect to measurable 
physical variables followed by ML regression to find the correlation between the correction field 
and the physical variables [15]. The analysis of its robustness and sensitivity to the inputs 
represents a critical aspect for the application of this methodology on industrial cases, and 
interpretation of the models will also help for providing confidence in generalisability. 

Mass spectrometry is a powerful analytical chemical technique for determining a sample’s 
chemical composition by measuring the mass to charge ratio of vapourised and ionised 
molecules from the sample. Analytical chemical methods produce large volumes of high 
dimensional and complex data that are difficult to process, data mine or interpret. ML can be 
used to address the impact of these complexities in segmentation or classification tasks. 
However, it is often required that the specific features which differentiate the data (such as the 
location and relative intensity of peaks) are understood from a chemistry perspective and 
consequently interpreted in the context of the application area [16]. Synthetic datasets with 
known experimentally derived perturbations will be provided, along with ground truth labels. 

In-situ calibration of (low-cost) sensor networks can be an effective alternative to 
traditional offsite calibration in laboratories, especially when many sensors are deployed in a 
dense network. Various in situ calibration strategies have been developed, depending on the 
architecture of the network, e.g., when reference sensors are deployed alongside the low-cost 
sensors, exploiting the mobility of instruments, by grouping sensors appropriately, and 
according to the nature of the involved quantities [17]. ML and DL techniques for in situ 
calibration play a key role in several fields of application, including environmental sensing [18, 
19], but require, as every calibration procedure, a careful uncertainty quantification for the 
calibrated sensor output. 

Other applications include optimisation of material design for concrete structures, the pressure 
traceability chain, medical diagnosis based on ECG and MRI data, applications in earth 
observation including landcover classification and altimetry, and other applications of 
nanoparticle characterisation including morphology of soot particles and clinical differential 
diagnostics. The development of principled uses of ML in these and other applications will 
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enable metrologists to play a strategic role in supporting new technologies, informing 
standards, and providing validation services. 

3 STRATEGIC TOPIC – ARTIFICIAL INTELLIGENCE AND MACHINE 
LEARNING 

The influence of AI will continue to develop in the future and impact all areas of science and 
society. Ursula von der Leyen, President of the European Commission, said:   

“We all know that Artificial Intelligence can do amazing things. And I think we do not talk 
enough about what Artificial Intelligence is able to do to improve our daily lives. For example, 
if we look at the health care sector, we know that we use already now Artificial Intelligence for, 
for example, better diagnoses and earlier diagnoses. And better and earlier diagnoses are 
crucial when you treat for example cancer – or we use robots for precision surgery. 

But Artificial Intelligence is also key for us when we want to reach our goal to be climate neutral 
in 2050 ...”  

European Commission Speech - 20/294 
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3.1 Introduction 

Artificial Intelligence (AI) describes the capability of a machine to acquire, process, create 
and apply knowledge, held in the form of a model, to conduct one or more given tasks. Here, 
a task comprises a set of activities (physical, perceptual and/or cognitive) to achieve a specific 
goal. AI covers a wide range of technologies that reflect different approaches to dealing with 
these general and complex problems. Machine Learning (ML) is a branch of AI that employs 
computational techniques to enable systems to learn specifically from data. There is a variety 
of ML algorithms, the three primary types being supervised learning, unsupervised learning, 
and reinforcement learning.  

The goal of supervised learning is to learn a function or mapping that approximates the 
relationship between input and output variables using training data that comprises values for 
the input variables and corresponding values for the output variables. Supervised learning is 
applied to both regression tasks and classification tasks. A regression task uses a ML model 
to predict a continuous output variable for a given input, and a classification task is one that 
uses a ML model to predict a discrete output class or label for a given input. The goal of 
unsupervised learning is to learn the natural structure or patterns present within a dataset, 
for example, to separate the elements of the dataset into different groups. The goal of 
reinforcement learning (RL) is to learn an optimal policy through interactions with an 
environment that maximises a reward function or other user-provided reinforcement signal. 
Typical applications of RL are found in self-driving cars and in making recommendations of 
healthcare treatments. Within these types, there are many different ML models and ML 
algorithms.  

To apply a ML algorithm often involves data pre-processing that can include preparing raw 
data in a format that can be accepted by the ML model, transforming the data to a different 
representation (for example, transforming a signal in the form of a time series to an image), 
and extracting features that are used as the input variables and/or to reduce the dimensionality 
of the data. Deep Learning (DL) is a subset of ML that makes use of neural network models 
to eliminate the need for some of these data pre-processing steps, particularly regarding the 
need to extract features, which might be done empirically or using domain knowledge. DL 
algorithms can ingest, process and analyse large quantities of unstructured data to learn with 
less human intervention, and to provide a model that is generally used to support a decision-
making process undertaken by humans. DL models typically involve many free parameters 
and rely on the availability of large quantities of data to train them. Transfer learning involves 
using elements of a pre-trained model in a new model. If the two models are developed to 
perform similar tasks, then knowledge can be shared between them and training of the new 
model can be done using a smaller quantity of training data than would otherwise be needed. 

A prediction is the output of a trained ML model when provided with new (unseen) input data. 
Generalisability is the ability of a trained ML model to return a reliable prediction for new input 
data. A robust ML model is one that performs well in the presence of perturbations of new 
data. Adversarial training of a (deep neural network) model is a brute force supervised 
learning method where the training of the model uses data created to deceive the model, e.g., 
to return a wrong classification, which is explicitly labeled as ‘threatening’ (or ‘adversarial’). It 
can be used to improve the robustness of the model against ‘attacks’ involving such adversarial 
input data. Interpretability is the ease with which a human can comprehend the reasons for 
a model prediction. 

In 2019, the EU’s High-Level Expert group on AI published Guidelines [1] that describe 
trustworthy AI as AI that is ‘lawful’ (respecting all applicable laws and regulations), ‘ethical’ 
(respecting ethical principles and values), and ‘robust’ (both from a technical perspective and 
considering its social environment). The Guidelines put forward a set of seven key 
requirements that AI systems should meet to be deemed trustworthy, which include: 
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• Technical robustness and safety (including general safety, accuracy, reliability, and 
reproducibility), 

• Transparency (including traceability, explainability and communication). 

Key goals of metrology are to make measurements accurate, precise, comparable and 
reproducible. Such goals are achieved by ensuring measurement results are traceable to 
reference standards (such as primary measurement standards) through a chain of calibrations 
with the quality of measured values at each link in the chain expressed quantitatively using 
measurement uncertainty. By thinking about how these established metrology concepts of 
measurement traceability and measurement uncertainty might be applied to a ML prediction, 
considered as a measured value and developing tools to realise these concepts in the context 
of ML, contributes to establishing trust in the prediction and the ML model that generated it. 

The primary focus of this SRA is to address the question of how ML can be harnessed in a 
principled, explainable, and transparent way to derive trusted information about physical, 
chemical, biological and environmental systems from measured data. Doing so involves 
helping the metrology community to make good use of ML without compromising established 
and accepted metrology principles. A secondary focus is to consider how the main concepts 
of metrology (such as measurement traceability, measurement uncertainty and calibration) can 
be used to inform the development of standards, regulation and policy to bring trust more 
generally to systems that use ML. 

Within the context of these questions, this research topic is concerned with ML and DL, as 
opposed to the much broader topic of AI, and focusses on technical aspects of the use of ML 
and DL as opposed to legal, ethical and related aspects. Here, technical aspects cover 
mathematical and statistical issues that contribute to the trustworthiness of a prediction, 
including uncertainty quantification, generalisability and robustness, and interpretability, that 
are strongly aligned with the remit of the EMN Mathmet. However, consideration is also given 
to procedural issues, such as guiding the choice of ML model, the impact of the quality and 
provenance of training data, and the verification and validation of the ML algorithm and 
software used, that are also part of establishing such trustworthiness. Although currently such 
procedural issues are less well aligned with the remit of the EMN Mathmet, they are 
nevertheless important, and are issues that will be added to the remit of the EMN Mathmet in 
the future. These different aspects are explored in the following sections. There are 
computational considerations that have important practical implications for the use of ML, and 
particularly DL, and will be considered in future revisions of this SRA. Such considerations 
include the computing resources needed to train a highly parametrised DL model on a large 
dataset and the use of specialised hardware and cloud computing and data storage for that 
purpose.  

The extent of the interaction between ML and metrology is expected to increase over time, as 
for many scientific endeavours, and so the scope of the research topic has been intentionally 
kept quite broad. In particular, the SRA is not limited to DL but considers ML in the broader 
sense. Indeed, it covers both supervised and unsupervised learning, and both regression and 
classification tasks as examples of supervised learning. It is proposed to keep a ‘watching-
brief’ on the topic of RL with the possibility to include it within the scope of the SRA in the future 
as the role of RL within metrology becomes clearer. 

Sources of information used for this research topic of the SRA are taken from: 

• A survey of members of the EMN Mathmet  

• Consultation with the members of the Stakeholder Advisory Committee of the EMN 
Mathmet, involving a questionnaire, interviews and a meeting with all members of the 
Stakeholder Advisory Committee 
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• Material provided by the members of the EMN Mathmet and by other European 
Metrology Networks, such as their own research agendas, roadmaps, fore-sighting 
documents, etc. 

• The work and thinking undertaken by members of the EMN Mathmet to prepare 
Proposed Research Topics (PRTs), Joint Research Projects (JRPs), etc. as part of past 
and present EMRP, EMPIR and EMP research programmes 

• Examples where ML models have been implemented at NMIs in specific metrology 
areas.  

Such information is summarised in this document including in its appendices (Sections 9.1 – 
9.3). Information has also been collected indirectly by individuals involved in the development 
of this SRA from study of the scientific literature, attendance at workshops, attendance at 
meetings of the technical committees of international and national standardisation bodies (ISO, 
IEC, CEN, CENELEC, etc.), and contact with industry. 

The section is organised as follows. Sections 3.2 and 3.3 describe, respectively, the needs 
and challenges beyond the state of the art that the research seeks to address. These needs 
and challenges are presented at a high-level and expressed in generic terms. Use cases and 
applications are listed in Section 3.3 to provide instances of where the research can be 
expected to have impact by meeting specific needs and challenges. The list is not exhaustive 
and is expected to change with time as new applications of ML arise. Moreover, the list is not 
intended to imply an ordering or prioritisation of use cases and applications to be treated in 
research projects.  

3.2 Needs 

There have been huge advances in recent years in the capability of ML, and especially DL, to 
build accurate data-driven predictive models, thanks to the availability of increasing volumes 
of data and advances in computational processing power. ML is a key driver of digital 
transformation, which has the potential to revolutionise the way that we understand the world 
and make decisions across all sectors of society, including manufacturing, healthcare and the 
life sciences, energy and the environment, transportation, and smart cities. The use of ML in 
metrology offers the potential to extend the range of applications to include those in which the 
underlying physical model is not well understood or too complex to be computationally feasible. 
To support a ML-driven digital transformation, the metrology community must adopt ML and 
incorporate it into its frameworks. Doing so requires the principles and practices of the 
metrological community to be applied to ML systems to characterise the performance of such 
systems and the uncertainty of any results or predictions generated by them. 

However, the widespread adoption of ML is hindered by the perceived untrustworthiness, in 
some quarters, of its outputs. The High-Level Expert Group on AI set up by the European 
Commission identifies trustworthy AI as their foundational ambition [1]. Furthermore, it is 
crucial, in a metrological context, that predictions based upon ML are quality assured and 
traceable to reference standards. Without such assurances, the decisions made based on ML 
models may be unreliable and the risks associated with those decisions cannot be duly 
assessed, which limits their value in the context of, for example, comparison of results, 
conformity assessment, safety and regulation.  

The challenge of making ML trustworthy aligns closely with the vision of the European 
Partnership on Artificial Intelligence, Data and Robotics, which focusses on the development 
and deployment of trustworthy AI. The EU aims to invest €1.3 billion in this partnership, to be 
matched by €2.6 billion from industry by 2030. McKinsey has estimated that AI may deliver an 
additional output to the European economy of around €2.7 trillion, or 19 %, by 2030 [2], and 
trustworthy ML is crucial to realising this economic impact. For example, smart factories 
incorporating automated decision-making have the potential to bring a 90 % improvement in 
resource efficiency and a 30 % increase in productivity in advanced manufacturing [3]. 
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Increased automation within manufacturing will also reduce energy consumption and 
consequently carbon emissions. 

There is currently no good practice guide or standard that directly addresses uncertainty 
evaluation for ML. The AI sub-committee of ISO/IEC JTC 1 has released various technical 
reports on the wider issues of trustworthiness of ML and AI, for example ISO/IEC TR 20408 
[4], but, with one exception (below), no standard on AI has yet been published. The Big Data 
Analytics Working Group of ISO/TC 69 “Applications of statistical methods” (ISO/TC 69/WG 
12) is working on standards concerning Vocabulary and Symbols, Data Science Life Cycle and 
Model Validation. Furthermore, DIN and DKE, together with the German Federal Ministry of 
Economic Affairs and Energy, have developed the “Standardization Roadmap on Artificial 
Intelligence” [5], which shows which AI standards and specifications already exist and makes 
recommendations for areas in which there is still an urgent need for action. 

The exception, just published (June 2022), is ISO/IEC 23053:2022 “Framework for Artificial 
Intelligence (AI) Systems Using Machine Learning (ML)”. The Standard gives concepts and 
definitions in AI, adherence to which (if agreed) would assist in the provision from a common 
stance of papers and tools in the area. It also provides a useful overview of the area. 

While aspects of trustworthy ML are currently being explored in various metrology projects in 
isolation, there has been no systematic investigation into the requirements of trustworthy ML 
from a metrology point of view, and there is currently no systematic framework for addressing 
the challenges of trustworthy ML outlined above. Metrology has an important role to play in 
providing confidence in the trustworthy use of ML through validation against application-
specific standards. Specifically, there is a need to address challenges in the following areas. 

3.2.1 Uncertainty quantification  

It is fundamental to their quality assurance that ML predictions are accompanied by reliable 
quantitative assessment of uncertainty for otherwise it is impossible to assess the reliability of 
those predictions. However, many of the most effective ML approaches, for example deep 
neural networks, are challenging to analyse mathematically, and this combined with their large-
scale nature means that classical approaches, such as those proposed by the Guide to the 
Expression of Uncertainty in Measurement (GUM) framework [6, 7], are not directly applicable. 
There has been significant recent research devoted to uncertainty quantification of ML models, 
and especially deep neural networks, and various methods have been proposed. However, 
there has been no systematic investigation into the requirements of uncertainty quantification 
from a metrology point of view, and existing methods have deficiencies that need to be 
addressed before they meet the needs of metrology applications.  

3.2.2 Generalisability and robustness 

Without confidence in the ability of an ML model to generalise to new data, its predictions and 
associated uncertainties are unreliable. Rather than assuming knowledge of an underlying 
model, the ML approach is to learn a model from training data. This approach brings with it a 
crucial challenge: how can we be confident that a model learned on one dataset generalises 
to new data and is robust to perturbations in data? There are some available techniques to 
answer this question, including cross-validation, bootstrapping and design of experiments, but 
this challenge is especially pronounced for deep neural networks which are prone to overfit 
training data in a way that does not generalise and is not robust. Existing approaches to 
uncertainty evaluation in the metrology community assume the generalisability of a model. 
There is a need, therefore, for a systematic metrology framework for both evaluating and 
optimising the generalisability and robustness of ML models and deep neural networks. Since 
robustness is the extent to which a model is stable to perturbations in the input data, it follows 
that robustness is closely related to the propagation of uncertainty through ML models (see 
sections 3.2.1 and 3.3.1). 
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3.2.3 Interpretability  

Confidence in the generalisability of an ML model cannot be established unless its predictions 
can be explained in their physical context. A vital aspect of trustworthiness of ML models in a 
metrology context is therefore their ability to explain the predictions they make through insights 
into the underlying physical process. ML algorithms typically prioritise prediction accuracy at 
the expense of such transparency, and deep neural networks are not inherently interpretable. 
Various methods for making deep neural networks interpretable have been proposed in the 
academic community, either by design or through post-hoc analysis, though the focus is largely 
upon image classification. However, there has been little systematic investigation into the 
requirements of interpretability from a metrology point of view, and existing methods need to 
be enhanced beyond the image classification context in which they were initially proposed to 
meet the needs of metrology applications. 

3.2.4 Quality framework 

A data-centric approach, as opposed to the model-centric approaches applied in more 
conventional analysis of measurement data, is at the heart of ML and its success. The choice 
and quality of the data used to train, validate, and test a ML model is critical to the performance 
of the model and, therefore, to the trust a user can have in a model prediction. Consideration 
should be given to whether the training data is appropriate for the learning task, and whether 
it is representative of the distribution of possible data including new (unseen) data. When data 
is gathered, it may contain biases, errors, and mistakes, which need to be identified and 
removed before training a model. In addition, the integrity and provenance of the data, and of 
the processes of gathering and labelling data, must be ensured. These issues are made more 
difficult when data are aggregated from various sources that may have different quality 
characteristics and when the sources are not independent of each other. The processes of 
training, validating and testing a ML model, as well as the algorithms, software and data used 
to undertake those processes, that together yield a ML prediction, should be documented to 
allow for traceability and transparency. Here, traceability is taken to mean the capability to 
keep track of the data, and model development and deployment processes, typically by means 
of documented identification. Furthermore, traceability facilitates auditability, enabling the 
assessment of data, algorithms, software, and design processes. Assessment by internal and 
external auditors, and the availability of their evaluation results, can contribute to the 
confidence that users have in the deployed solution. There is a need for guidance and tool 
support for these procedural issues, such as in the form of Quality Management Systems 
covering the data, algorithms and software on which ML models and predictions depend. 
Moreover, there is a need to capture good practice regarding such procedural issues in 
Standards and guidance documents in a widely applicable manner. 

3.3 Challenges beyond the state of the art 

3.3.1 Uncertainty quantification 

ML is currently employed within a range of European metrology projects, including medical 
imaging, analysis of ECG signals, digital pathology, free-form surface reconstruction, mass 
spectrometry, critical dimension determination, nanoparticle image segmentation and 
reconstruction, and energy systems modelling. While aspects of uncertainty quantification for 
ML have been explored in certain metrology projects in isolation, there has been no systematic 
investigation into its requirements from a metrology perspective. The ‘bottom-up’ evaluation of 
uncertainty using a measurement model was standardised for the metrology community in the 
influential ‘Guide to the expression of uncertainty in measurement’ (GUM) and its supporting 
documents [6, 7]. However, the techniques described in these guidelines concern 
measurement models that are well understood and commonly capture domain knowledge and 
are therefore not directly applicable in the context of ML and data-driven models. 
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Indeed, most of the academic research into ML has been focused upon the goal of optimising 
predictive accuracy [8], and less attention has been directed towards evaluating the uncertainty 
associated with the output of ML algorithms. Bayesian uncertainty evaluation has long been 
established for algorithms based on classical statistical modelling such as linear regression 
and Gaussian processes [9]. However, uncertainty quantification is much more challenging for 
deep neural networks, which have recently demonstrated impressive performance in 
prediction accuracy [10]. Existing methods for uncertainty quantification for deep neural 
networks fall into two categories: methods that capture model (or epistemic) uncertainty due 
to insufficient training data, and methods that capture intrinsic (or aleatoric) uncertainty, which 
is independent of the choice of model. There is an opportunity here for metrology to help 
‘migrate’ these perspectives on uncertainty towards the more classical approach to uncertainty 
quantification that involves identifying, evaluating, and propagating the various sources of 
uncertainty that can arise to understand how they contribute to the overall, combined 
uncertainty. Here, uncertainty can arise from the input and output values constituting the 
training data, the coverage and structure of the training data, the structure of a deep neural 
network including the number and depth of the layers, the hyperparameters controlling the 
training of a deep neural network (such as learning rate, batch size, number of epochs, etc.), 
the weights defining the network, etc. Doing so can be expected to provide insights about the 
ML and DL models deployed in applications. 

Bayesian inference can in theory be used to characterise model uncertainty, but the resulting 
methods are computationally demanding and do not scale well to large volumes of data. 
Several recent approaches perform approximate Bayesian inference at reduced computational 
complexity, including variational inference, probabilistic back propagation, and Monte Carlo 
Dropout [11, 12]. Existing methods typically make assumptions that are not valid in metrology 
applications, for example that target distributions are independent Gaussians, and that model 
misfit is uniform (homoscedastic) over the input space. Meanwhile, methods for capturing 
intrinsic uncertainty are predominantly non-Bayesian and include quantile regression and 
probabilistic neural networks. More recent approaches attempt to capture model and intrinsic 
uncertainty simultaneously and differentiate the sources of uncertainty [13]. Bayesian neural 
networks can capture both epistemic uncertainty (representing ignorance about the model) 
and aleatoric uncertainty (arising from randomness inherent in data). The difficulties in using 
such models lie in the calibration of posterior uncertainties and the choice of prior distributions 
due to the unclear physical meaning of model parameters and hyperparameters. 

Most existing methods for ML uncertainty quantification do not directly make use of knowledge 
about data uncertainties and do not propagate them through the model. Uncertainties 
associated with training data will lead to uncertainty associated with the model parameters, 
which is a component of model uncertainty, and is one source of the uncertainty associated 
with a prediction. Another source is the uncertainty associated with new input data, and the 
uncertainties derived from the two sources need to be correctly combined. There is a small 
body of literature addressing this problem for various ML models, see for example [14, 15, 16], 
but these methods need to be adapted and enhanced to satisfy metrology requirements. 

A systematic investigation is needed to gather the metrology requirements for uncertainty 
quantification for ML and to understand the deficiencies in existing methods to meet those 
requirements. The results of that investigation can be used as the basis for identifying, 
selecting, and enhancing existing methods to reflect the requirements. Selected methods need 
to be adapted so that they can distinguish between the different sources of uncertainty that 
are relevant in metrology applications. New methods need to be developed that make less 
restrictive assumptions, for example, allowing for correlations and systematic errors (as treated 
in the GUM suite of documents) and more realistic (non-Gaussian) target distributions. 
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3.3.2 Generalisability and robustness 

There are two main ways in which generalisability and robustness of DL models is currently 
assessed. The first is to examine empirically how the predictive performance using training 
data and test data compares. The second is to assess the extent to which the predictions of 
the model are resilient to either random, systematic, or adversarial perturbations in the inputs 
or to out-of-distribution inputs. Research in the ML community to date has focused almost 
entirely upon classification networks, as opposed to the regression networks that are of more 
interest in metrology applications. There is a large body of work proposing methods for 
improving the generalisability and robustness of neural networks, including 
regularisation/smoothing, data augmentation, adversarial training, and label smoothing [17, 
18, 19, 20]. However, there is a need to understand how these methods compare, which 
factors affect the choice of method, and how to apply them in the context of the rapidly 
developing area of transfer learning. 

Methods for evaluating the generalisability and robustness of regression models in a metrology 
setting need to be developed, with a focus upon methods for evaluating robustness to small 
changes in the training set and associated hyperparameters, including in the context of transfer 
learning. Existing methods for improving the generalisability and robustness of deep neural 
networks such as adversarial training need to be enhanced according to the requirements 
identified for regression models in metrology. New methods for uncertainty propagation and 
sensitivity analysis that exploit the known structure of deep neural networks and that scale 
better to large-scale problems are also needed. 

3.3.3 Interpretability 

Methods have been studied for extracting various types of interpretable output from DL 
algorithms. Some methods, such as Local Interpretable Model-Agnostic Explanations (LIME), 
approximate a DL model with a more transparent surrogate model [21], while other methods, 
such as Layerwise Relevance Propagation (LRP), seek to identify which input variables or 
intermediate nodes of the network are most relevant in each classification [19, 22]. Many of 
these methods have been designed with image classification problems in mind. An alternative 
approach is to train deep neural networks in such a way that they are inherently interpretable, 
and approaches that have been investigated include hybrid methods, architectural 
adjustments, and regularisation [23, 24, 25]. In this direction, physics-informed neural networks 
(PINNs) encode physical models in the form of partial differential equations as a component 
of the neural network itself, yielding more interpretable results [26].  

For both approaches, what is less clear is to what extent the currently available methods satisfy 
the requirements for interpretability and transparency in metrology applications. A systematic 
investigation is needed to capture the metrology requirements for interpretability for ML, which 
are likely to vary significantly with application, and to understand the deficiencies in existing 
methods to meet those requirements. Methods designed for classification tasks need to be 
adapted so that they are suitable for regression models, and methods designed for images 
need to be adapted for the types of input data of relevance in metrology applications. 

3.3.4 Quality framework 

The purpose of a quality framework for software and data management is to ensure that 
researchers can find, access and re-use software and data, thus maximising the effectiveness 
and reproducibility of the research undertaken. A current activity of the EMN Mathmet is to 
develop and promote such a quality framework to ensure that research outputs in the forms of 
software and data are fit for purpose, achieve a sufficient level of quality, and are consistent 
with the aims of NMIs to provide quality-assured and trusted outputs. There are also other 
projects under way, such as [27], with the aim to support research data management. 
However, there is no focus on ML specifically. In the context of ML, there is a close 
dependence between software and data (e.g., the model architecture and the training 
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algorithm, as well as the training data, impacts the model training and model prediction). 
Consequently, there is a challenge to manage together (the quality of) the software and the 
data. One of the issues highlighted at the online workshop “The International System of Units 
(SI) in FAIR digital data” [28, 29], organised by BIPM in 2021, was the importance of the quality 
of data, especially for “big data” applications.  

The interconnection between software and data is also a challenge to the verification and the 
validation of ML methods, algorithms, and software. For example, understanding the impact of 
using different, albeit similar, training sets for repeating or reproducing a ML model is 
challenging due to the probabilistic nature of model training. Moreover, a general testing 
procedure and unique definitions of correctness criteria remain unclear as the ground truth of 
a ML model output often does not exist (i.e., there is a lack of an oracle) except in simple 
cases. 

Verification and validation should also ensure that the model behaviour is reasonable when 
evaluated at unexpected inputs, or at an input loosely related to the training set. When used 
in these ways, the model may have an unpredictable behaviour that is not quantified or 
explained by an appropriate uncertainty. Adversarial learning is a branch of ML for tackling 
these issues by studying models that improve their predictive behaviour using competing 
neural networks. 

In April 2021, the European Commission submitted its proposal for a European Union 
regulatory framework on artificial intelligence. The “Artificial Intelligence Act” represents the 
first attempt globally to regulate AI horizontally [30, 31]. The AI Act promises a “proportionate” 
risk-based approach that “imposes regulatory burdens only when an AI system is likely to pose 
high risks to fundamental rights and safety”. Targeting specific sectors and applications, the 
AI Act classifies risk into four levels: unacceptable, high, limited, and minimal. At least 
conceptually, in terms of linking required actions and interventions to decisions about risk, the 
approach mirrors that taken in the Quality Management Systems for research outputs in the 
forms of software and data, which are being promoted by the EMN Mathmet. 

A discussion paper [32] (in German) emphasises three features of AI that fundamentally 
challenge and reshape the approach of standardisation and certification to AI. One challenge 
is that technical standards are quickly outdated due to the fast development of AI. The 
technical standards require constant updating that can be hindered by the lengthy processes 
involved in standardisation and certification. Another challenge is that the definition and 
verification of technical requirements for AI is greatly complicated by the probabilistic nature of 
AI systems.  

Various methods of current research have been identified as contributing to the certification of 
AI systems, e.g., in the context of “Assurance of Machine Learning for use in Autonomous 
Systems” (AMLAS) [33]. These include explainable AI, formal verification, statistical validation, 
uncertainty quantification, and online monitoring with boundary conditions, and a number of 
these are identified as technical challenges within this SRA. Finally, the French metrology 
institute LNE has chosen a process-orientated approach for the certification of AI systems. 
The approach is not based on certifying the functionality of the AI system itself but, instead, 
focusses on the steps in the process to design, develop, evaluate and operate the AI system 
and assesses those against requirements set by LNE in a certification standard [34]. 

  



 

 
EMN for Mathematics and Statistics 
Strategic Research Agenda 
Version 1.0 (07/2023) 

 

 
 

- 29 - 

 
 

 

 

4 STRATEGIC TOPIC – COMPUTATIONAL MODELLING AND VIRTUAL 
METROLOGY 

Digital representations of processes in the real world are becoming increasingly important for 
science and society, as impressively demonstrated by the Destination Earth – a highly 
accurate digital model of the Earth. 

Margrethe Vestager, Executive Vice-President for a Europe fit for the Digital Age, 
said: “Destination Earth will improve our understanding of climate change and enable solutions 
at global, regional and local level. This initiative is a clear example that we cannot fight climate 
change without digital technologies. For example, the digital modelling of the Earth will help to 
predict major environmental degradation with unprecedented reliability.”  

   European Commission Press release 20 March 2022 
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4.1 Introduction 

Virtual metrology (VM) is a generic term for all virtual tools used in metrology, but it is not a 
direct measurement. In a broad sense VM can be considered as a copy of metrology in the 
real world. The term VM was first shaped by the semiconductor industry. According to the 
Semiconductor Equipment and Materials International (SEMI), virtual metrology is defined by 
the SEMI E133 [29] standard as 

“… the technology of prediction of post process metrology variables (either measurable or non-
measurable) using process and wafer state information that could include upstream metrology 
and/or sensor data”.  

In the semiconductor industry, metrology plays a significant role in the manufacturing process 
and VM is seen as an emerging technique to reduce capital expenditure and cycle time [30]. 
However, virtual metrology is not limited to the manufacturing processes in the semiconductor 
industry. Recently the significance of virtual metrology for Industry 4.0 was pointed out by 
Dreyfus et. al. [31],  

 “Virtual metrology (VM) involves estimating a product’s quality directly from production 
process data without physically measuring it. This enables the product quality of each unit of 
production to be monitored in real time, while preserving the process efficiency. “ 

According to that development, NMIs started to consider what is needed such that VM is on 
the same quality level as metrology.  In this perspective, the focus of VM is initially on the 
virtual experiment and the virtual measuring device. The development of virtual measuring 
devices is closely linked to real measurements.  

At a later stage, when various virtual measurement devices have been developed, further 
metrological procedures can be approached, e.g.   

• Calibration of virtual devices 

• Comparison of virtual devices 

• Traceability chain to a virtual/real standard 

To this end, a similar quality infrastructure should be provided for VM as for real metrology. 
Fig. 2 schematically shows the structure of VM with its subclasses. 

 

Figure 2: Schematic illustration of the structure of Virtual 
Metrology.  

In the development of virtual experiments and virtual measurement devices, physically-driven 
models (e.g., via simulations) and data-driven models (e.g., using machine learning) are used 
for the mapping of input parameters to the output quantities of interest. To this end, artificial 

Virtual Metrology

Comparison Traceability

Virtual Measurement device /

Digital twins

Virtual Experiments

Calibration



 

 
EMN for Mathematics and Statistics 
Strategic Research Agenda 
Version 1.0 (07/2023) 

 

 
 

- 31 - 

 
 

 

 

intelligence and computational modelling are the building blocks to develop virtual experiments 
and virtual measurement devices/digital twins.  

Computational modelling (CM) is an approach that utilises computers to simulate and study 
complex systems using mathematical algorithms. From fundamental research to applications, 
computational modelling provides valuable information about a wide range of systems. In 
recent decades, simulations have been established in science as a third pillar alongside theory 
and experiment. In metrology, numerical simulations provide a deep insight into the 
measurement process, allow improvement and development of measurement methods, 
design novel measurement devices, facilitate the evaluation of uncertainties and are 
necessary to evaluate indirect measurements. The application areas range from healthcare 
and manufacturing to the energy sector and the environmental. With increasing computing 
power, it has been possible to deploy complex algorithms opening the door to new 
applications. New areas like virtual experiments and digital twins are developed, implemented, 
and applied in various industrial applications, such as advanced manufacturing processes or 
personalised medicine [1-2].  

4.2 Needs 

A Virtual experiment represents a digital copy of a real experiment or measurement process. 
It produces virtual data with properties corresponding to those of the data that would be 
observed in the corresponding real experiment. The use of virtual experiments becomes 
increasingly important in modern metrology and industrial applications [4-9]. They are utilised 
to specify machine tolerances or to evaluate accuracies of measurement devices [10]. In 
combination with a sensitivity analysis, virtual experiments are useful to identify significant 
sources of uncertainty [11-12]. 

In the refinement and optimisation of measurement processes, virtual experiments can play 
an essential role, enabling many experimental scenarios to be explored which is infeasible 
using real experiments. Virtual experiments have also been proposed for the evaluation of 
measurement uncertainties [8, 13-15]. 

Despite their previous use in the evaluation of measurement uncertainties, there are still issues 
to be resolved in this context, especially when ensuring compliance with current standards for 
uncertainty evaluation in metrology such as the GUM [16-18]. One issue is that the quantity of 
interest, or measurand, is often different from the observation quantity of an experiment and 
the model underlying a virtual experiment is therefore conceptually different from the model 
used for uncertainty evaluation according to GUM. For specific model structures, a GUM-
compliant uncertainty evaluation for real measurements using virtual experiments has been 
developed recently [19]. However, treatment of the general case is still lacking, and this gap 
needs to be filled. Another issue is that often different ways of employing a virtual experiment 
for uncertainty quantification are possible (and in use) which challenges a harmonised 
treatment of uncertainty evaluation based on virtual experiments.  

As models involved in science and engineering become very complex, their analytical solution 
is often compromised [22]. In many applications, simplified models must be used to obtain 
results within a reasonable time frame. Model order reduction techniques [23] allow physics-
based models to be solved in almost real-time without affecting too much the solution 
accuracy. Hence, a framework is needed that allows the evaluation of model accuracy and 
that helps to judge whether approximate models are fit for purpose. Another important issue, 
in the uncertainty quantification, is to adequately account for errors in the model utilising virtual 
experiments and numerical modelling. To summarise, the challenges with respect to virtual 
experiments are:   

• uncertainty evaluation as far as possible compliant with the GUM 

• faithfully modelling the measuring system  



 

 
EMN for Mathematics and Statistics 
Strategic Research Agenda 
Version 1.0 (07/2023) 

 

 
 

- 32 - 

 
 

 

 

• validation of the model 

• solution of the model numerically correct (e.g., solutions of partial differential equations) 

• speeding up the solution process 

• building and validating surrogate models for uncertainty evaluation 

Industry and academia define a Digital twin in several ways [3] and a metrological definition 
is still lacking. According to the white paper of Grieves [32], a digital twin in general contains 
three parts:  

a. Physical object in Real Space 
b. Virtual object in Virtual Space 
c. A connection via information and data between (a) and (b). 

Digital twins have an enormous growth potential. According to a research report "Digital Twin 
Market by Technology, Type, Application, Industry and Geography - Global Forecast to 2026" 
published by Markets and Markets, the digital twin market was valued at USD 3.1 billion in 
2020 and is expected to reach USD 48.2 billion by 2026. Increasing demand for digital twins 
in the healthcare and pharmaceutical industries due to the outbreak of the COVID-19 
pandemic, the changing face of maintenance, and growing adoption of digital twin solutions to 
cope with the COVID-19 pandemic are the key factors driving the growth of the digital twin 
market [28]. 

A digital twin enables companies to have a digital footprint for their products, from design to 
development, ensuring quality control throughout the entire product life cycle [3]. These twins 
can be used for simulating the measurement accuracy of measuring systems, for predicting 
the manufacturing and measurement capability of machine tools as well as for the life cycle 
management of parts. An intriguing example comes from the autonomous driving community. 
There, digital twins are used to assess autonomous driving cars in simulated driving situations. 
In many applications they are essential for reliable uncertainty quantification. 

The basis for virtual experiments and digital twins is AI-based algorithms (see Sec. 3) and 
computational modelling (CM). The latter allows for simulation of physical models for virtual 
experiments or digital twins. Furthermore, CM can reduce costs and save resources by  

• simplifications of technically complicated procedures 

• improved uncertainty quantification and model error reduction 

• replacing expensive laboratory tests 

• optimisation and design of materials  

• determination of material parameters from combined measurement methodologies 

• quantifying physical quantities that are not directly measurable  

• control of manufacturing process 

• design for manufacturability as well as performance 

• through-life assessment and smart maintenance of assets. 

In fact, in addition to increasing the efficiency of processes, CM is also used to improve 
measurement modalities by: 

• giving insights to the measurement (e.g., sources of uncertainty) 

• decreasing measurement uncertainties  

• optimising and designing measurement modalities 

• designing novel measurement principles. 
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Ultimately, CM in metrology is pushed forward by novel trends in the industry and needs of 
society. The networking of systems, their independent communication and autonomous 
systems are playing an increasingly important role in modern applications and production 
processes. From autonomous driving to fully automated production lines, new demands are 
imposed on metrology, i.e. (i) real time metrology, (ii) enhanced metrology by predictions (iii) 
investigation of unexpected results and on CM, i.e., (i) sensitivity of CM, (ii) robustness of CM. 

The remainder of this section will discuss how computational modelling can support the 
development of metrology solutions that meet these new demands for speed, robustness and 
reliability of results.  

4.2.1 Examples of needs 

Quantitative magnetic resonance imaging  

Introduction and state-of-the art 

(Key words: virtual experiments, inverse problems, uncertainty quantification) 

Medical imaging is a branch of medical diagnostics that exploits tomographic images of the 
body tissues to take clinical decisions. In this sector, a special role is played by Magnetic 
Resonance Imaging (MRI), an imaging modality that does not involve ionising radiation and 
provides three-dimensional images with high spatial resolution. Every year, more than 40 
million MRI scans are performed in the EU [35], with numbers increasing. The success of MRI 
is mainly due to its adjustable contrast capabilities (particularly with respect to soft tissue), 
which are unmatched and cannot be provided by any other imaging modality. Despite this 
success, standard MRI results mostly have a qualitative nature (i.e., they display contrast 
between different tissues, which must be interpreted by visual inspection and requires the 
presence of healthy reference tissues) that limits their objectivity and comparability. In addition, 
conventional MRI does not provide direct information about the nature of the pathology, nor 
does it quantify biomarkers. To address these issues, quantitative MRI approaches are being 
developed. These techniques produce images where each pixel represents the measurement 
of a given physical parameter; hence, they have the potential to eliminate interobserver 
variability and reduce the need for invasive quantitative procedures (e.g., biopsies). 
Quantitative MRI (qMRI) can enable new biomarkers to be identified for a plethora of 
pathologies that cannot be physically diagnosed, boosting early disease detection. The data 
provided by qMRI are independent of any acquisition or hardware-related features, leading to 
improved comparability of diagnostic results. Thus, they can be used to optimise the clinical 
path, to improve the quality of life of patients and to reduce the associated economic burden. 

One example of qMRI is Electric Properties Tomography (EPT). EPT analyses the spatial 
distribution of the radiofrequency magnetic field that takes place during the scan, in the 
patient’s body, to deduce the spatial distribution of the dielectric properties (conductivity and 
permittivity) of the tissues in the body itself. An EPT problem can be tackled in two ways [36]. 
One possibility is to adopt local approaches, which data coming from the pixel intensity and its 
neighbourhood. The other possibility is to use global approaches, which solve the EPT problem 
for the entire domain at once. Typically, local approaches are based on a direct elaboration of 
the spatial distribution of the magnetic field; they are quite efficient and straightforward to 
implement, but they are based on approximate models, which make them prone to errors. 
Global EPT approaches exploit more general (and more complicated) models, which retrieve 
the dielectric properties through an inverse minimisation process and imply a heavier 
computational burden. Recently, data-driven approaches, which exploits deep learning, have 
been also proposed. The development and characterisation of EPT methods requires the 
availability of simulated data, where the ground truth is perfectly known, produced through 
virtual experiments involving the numerical solution of Maxwell’s equations. 
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Future challenges  

(Key words: validation, model uncertainties, Bayesian approaches) 

One of the main challenges for the full development of qMRI is the evaluation of the uncertainty 
at the level of each single pixel, and importantly the correlation across pixels, so that the 
quantitative parameters can be considered as measurements results in the strict metrological 
sense. This element is fundamental in order to know the reliability of the estimated data and 
represents the first step towards the characterisation of the qMRI techniques in terms of 
sensitivity and specificity in their clinical application. One possible way to achieve this goal is 
to set the qMRI techniques according to a Bayesian approach, which takes the statistical 
properties of the raw MRI data into account and provides, along with estimates of the target 
parameters, the joint probability distribution of the parameters themselves. It must be also 
noted that, in some qMRI techniques (e.g., local EPT methods based on approximate models), 
significant reconstruction errors may occur in some portions of the image where the effect of 
the applied approximations is greater. These errors have a systematic nature, but they may 
arise due to a number of reasons and exhibit an erratic behaviour, so that, from a practical 
viewpoint, they seem to be random and therefore must be accounted for in the uncertainty 
evaluation. Another important challenge is related to qMRI techniques based on the solution 
of inverse problems. Typically, these methods minimise the difference between measured data 
and corresponding predicted data, via simulation, based on the estimated parameters. This 
process involves at least three delicate aspects. First, the simulations must describe the real 
apparatus in a realistic way. Then, the solution of the problem must be accurate and therefore 
the validation of the tool adopted to perform the simulations is fundamental. Finally, because 
of the computational burden (which may be significant), an efficient implementation is required 
to make the process suitable to be adopted in clinical practice. Solutions to these problems 
would be also beneficial to similar non-invasive tomographic imaging techniques like Electrical 
Impedance Tomography (EIT) and Electrical Resistance Tomography (ERT), which 
respectively fall within the fields of clinical and materials science [84,85]. 

Scatterometry  

Introduction and state-of-the art 

(Key words: inverse problems, Bayesian inference, surrogate modelling, uncertainty 
quantification) 

Scatterometry is an optical scattering technique frequently used for the characterisation of 
periodic nanostructures on surfaces in semiconductor industry (determination of critical 
dimensions) [37-40]. In contrast to other techniques like electron microscopy, optical 
microscopy or atomic force microscopy, scatterometry is a non-destructive and indirect 
method. Nanostructure geometry and associated uncertainties can be determined from 
diffraction patterns by solving a statistical inverse problem [41]. The inverse problem of 
scatterometry is in general ill-posed and regularization techniques must be applied [75]. The 
geometry is typically parametrised and required parameters are often obtained by weighted 
least squares minimisation [42], with weights derived directly from uncertainties in the 
measurements. However, the quality of these weights depends highly on the measurements 
used and itself influences the reconstruction results of the geometry parameters [43]. An 
alternative approach is to apply a maximum likelihood estimate, which introduces a likelihood 
function based on an error model and optimises weighting terms as hyper parameters instead 
of using predefined values. Based on the same principle but additionally including some prior 
knowledge is the maximum posterior approach, which is a state-of-the-art method in parameter 
reconstruction for optical measurements [44]. In the frameworks presented in the paper, 
uncertainties are typically obtained from the Fisher information or covariance matrix, which 
relies on an assumed shape of the posterior. However, this shape is generally unknown and 
hence can lead to significant errors in the evaluation of uncertainties if the actual posterior 
shape differs from the assumed one. 
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The Bayesian approach allows the integration of prior knowledge [45] and approximates the 
probability density function of the geometry parameters independently of any shape 
assumptions. Uncertainties obtained by employing posterior sampling techniques in the 
context of Bayesian inference are thus much more robust. On the other hand, (random) 
sampling schemes such as MCMC simulations require a large number of evaluations of the 
scattering forward model, which is not feasible for demanding computations on complicated 
domains. One way to reduce the computational time is to construct functional representations 
of the stochastic forward model that are fast to evaluate. The most popular strategies to obtain 
a functional surrogate for parametric differential equations are (generalised) polynomial chaos 
expansions [46-48]. 

Future challenges  

(Key words: approximation errors, model uncertainties, high-dimensional inverse problems, 
real-time metrology) 

New technologies and applications of scatterometry are leading to novel challenges in 
modelling. The Bayesian approach has the advantage of determining reliable uncertainties 
and is able to incorporate prior knowledge in a consistent manner. However, due to the 
statistical nature of the approach, it is in many cases computationally expensive leading to 
long evaluation times. For the requirements of real-time metrology, novel algorithms must be 
developed to approximate the Bayesian posterior distribution. A similar challenge is the 
solution of high-dimensional inverse problems. When the number of parameters sought is very 
large, the problem becomes highly dimensional and numerically intractable due to the curse 
of dimensionality. Some model reduction methods based on tensor decomposition [48] provide 
promising preliminary results but need to be further developed with regard to metrological 
requirements. Both approaches, tensor decompositions and Bayesian approximations, 
introduce additional uncertainties. While measurement uncertainties are often adequately 
addressed, model and approximation uncertainties are often neglected.  However, these latter 
uncertainties are necessary for a reliable expression of the uncertainties.  

Laser flash thermal diffusivity 

Introduction and state of the art 

(Key words: inverse problems, Bayesian inference, uncertainty quantification) 

The laser flash thermal diffusivity experiment is used to determine the thermal diffusivity of 
homogeneous isotropic materials from measurements of surface temperature of a sample as 
it undergoes heating by a short pulse of laser light. The thermal conductivity of a material can 
be calculated from the thermal diffusivity if the specific heat capacity and density of the material 
are known. Thermal conductivity is a key property for thermal design and assessment of 
thermal performance of systems. In particular, knowledge of the thermal conductivity is 
essential for design of the thermal barrier coating systems that are commonly used to protect 
high value components such as turbine blades from the high temperatures and corrosive 
atmospheres created during typical operating conditions. These coating systems generally 
consist of three layers: a substrate, a bond coat and a topcoat. The topcoat and the bond coat 
are typically applied using spraying or particle deposition techniques and are generally tens of 
microns thick. 

The experiment uses a cylindrical sample of radius around 25 mm and thickness typically 
around 2 mm. For many of the materials used in thermal barrier coating systems, it is not 
possible to create a sample with the required dimensions without significantly affecting the 
microstructure of the material and hence the thermal conductivity of the material.  

A computational model of the laser flash thermal diffusivity experiment on a layered sample 
has been constructed and wrapped in an optimisation routine [49]. This model has made it 
possible to determine the thermal conductivity of layers within the sample by using the 
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optimisation routine to minimise the difference between measured temperatures and model 
predictions. This approach has been used in conjunction with Latin hypercube sampling to 
evaluate associated uncertainties and has been implemented using probabilistic finite 
elements in a Bayesian framework to examine the effects of some parameters [50].  

The model has been further extended to provide a quantified description of thermal bond 
quality by introducing a conductance parameter at the interfaces between layers [51]. This 
extension allows the system as a whole to be characterised, meaning that the effects of poor 
thermal bonds, which may evolve during operation, can be incorporated into performance 
models. The extended models also make it possible to include thermal imaging temperature 
measurements into the objective function to determine the extent of the region of poor bond 
quality. 

Future challenges 

The CM technique as it currently exists has some limitations and shortcomings. The heat 
transfer mechanisms implemented within the model may not reflect the mechanisms occurring 
within some materials. In particular, the microstructure of some materials (for instance those 
with a strongly columnar structure) may mean that the assumption of an isotropic material is 
invalid, and that consideration of the microstructure needs to be implemented in more detail. 

The boundary conditions applied within the model would also benefit from further investigation. 
At present it is assumed that the sample is not in conductive contact with any part of the 
measuring system, but some measurements have suggested that conductive losses may be 
present. A more general spatially varying boundary condition would allow this possibility to be 
considered.  

Energy performance in the building sector 

Introduction and state of the art 

(Key words: inverse problems, Bayesian inference, uncertainty quantification) 

In the context of energy and environmental renovation, major advances are expected and 
necessary in the building sector. For existing buildings, the reduction of energy consumption 
requires a better assessment of the energy performance of buildings and their improvement 
through rehabilitation actions. Particular attention must be paid to in situ evaluation and control 
of the thermal performance of the buildings before and after a rehabilitation action in order to 
prevent any defect and thus to obtain a building with the expected performances. The 
construction must also be "sustainable", e.g., with a low environmental impact by using local 
materials with less effect on natural resources. In this respect, bio-based walls using hemp 
concrete, wood fibre, cellulose wadding and raw earth are particularly promising materials to 
build highly insulated walls. 

Due to complex thermo-hydric transfers arising in bio-based materials, the indirect 
measurement of the thermal performance of a wall requires the inversion of a computationally 
expensive forward model (in 2D or 3D) producing costly virtual measurements (e.g., of the 
temperature at the surface of the wall). Inversion-based indirect measurements usually involve 
the estimation of so-called calibration (tuning) parameters of the forward model. Also, the 
inversion process relies on physical (in-situ) measurements obtained in pre-determined 
experimental conditions.   

Uncertainty propagation in inversion problems is generally addressed by neglecting input 
uncertainty sources or considering them small enough to be aggregated with uncertainties 
associated with the physical measurements [52], which is not compliant with the uncertainty 
propagation principles of the GUM. Indeed, the difficulty that arises for uncertainty propagation 
in inversion models is that there is usually no close functional form to describe the relation 
between the input uncertainty sources and the estimate of the calibration parameters [53]. 
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In building applications, this issue has been addressed recently for cheap 1D forward models 
where many approaches have been developed to create approximate relationships through 
which uncertainties are propagated [54-57]. Recent work [58] combines Metropolis–Hastings 
[76-77] with Monte Carlo sampling from the uncertainty sources in an attempt of full Bayesian 
inversion. More recently [59] proposed a full Bayesian approach for input uncertainty 
propagation using an excess variance approach. 

In those studies, the Bayesian framework is usually preferred for the convenient representation 
of uncertainty that it conveys and the convenient use of prior distributions acting like a 
regularisation technique. The downside is that Bayesian approaches rely on computationally 
expensive estimation algorithms. 

Future challenges  

(Key words: cost reduction techniques, approximation errors, uncertainty quantification, time 
series) 

Reducing the computational cost of both the forward model and the Bayesian procedure is a 
major challenge for the estimation of thermal performance of walls using inversion models. 
Solving this issue requires smart and fast approximations of both the forward model and the 
posterior distributions of the parameters.  

Such approaches could combine model order reduction techniques [60-61] and multi-fidelity 
approaches [52, 62-65] in the Bayesian framework. In addition, the propagation of the input 
uncertainty associated with time series measurements must be carefully addressed. 

For a comprehensive uncertainty analysis, the uncertainty propagation should also consider 
model or approximation errors. 

Design of miniaturised magnetic sensors 

Introduction and state-of-the art 

(Key words: modelling, optimisation, sensors) 

In recent years, advances in nanostructure fabrication have driven the design of miniaturised 
magnetic sensors for innovative applications in industrial, automotive, aerospace, ICT, green 
technology and medical fields. In the biomedical area, they can be integrated within lab-on-a-
chip systems for point-of-care uses, like the detection of functionalised magnetic labels, e.g., 
magnetic nanoparticles or microbeads, employed for molecular targeting, biomolecule 
quantification, sample purification or cell manipulation. Magnetoresistance and Hall effect-
based devices have optimal properties, offering very high sensitivity and magnetic field 
resolution, as well as easy miniaturisation and lab-on-a-chip integration. Another application 
in the biomedical field regards the measurement of biomagnetic signals from human organs, 
which remains a challenging area of research, due to the very low magnitude of the magnetic 
field to be detected, in the range of picotesla for magnetocardiography and 
magnetomyography down to femtotesla for magnetoencephalography [66]. Magnetic tunnel 
junctions are currently considered as the most competitive sensors that could achieve such 
extremely high sensitivity at room temperature and low-frequency domain, opening the way 
also towards the development of sensor networks for remote healthcare monitoring. 

The design and optimisation of high-sensitivity magnetic sensors can be performed by means 
of computational models able to simulate the physical phenomena at the basis of the 
mechanism of magnetic field detection [67]. As an example, micromagnetic numerical tools 
have been extensively used to study magnetoresistive devices with different geometrical, 
structural and material properties of the sensing elements. Special attention has been focused 
on giant magnetoresistance multi-layers, spin-valves, magnetic tunnel junctions, anisotropic 
magnetoresistance and planar Hall effect-based devices. At the same time, several studies 
have been orientated to the numerical implementation of classical models of the Hall effect in 
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the diffusive transport regime for the evaluation of the magnetic field resolution of micron-sized 
semiconductor or graphene Hall probes [68].  

Special attention has been devoted to the implementation of numerical codes, e.g., based on 
finite element or finite difference methods, able to emulate the mechanism of magnetic field 
detection, with the final aim of supporting the interpretation of experimental results and 
providing inputs for sensor engineering and optimisation. 

Future challenges  

(Key words: parallel computing, high performance computing) 

One of the challenges of the computational modelling of miniaturised magnetic field sensors 
is the need for developing highly efficient solvers, able to describe the multi-physics and multi-
scale nature of the involved physical phenomena with sufficient accuracy. To this aim, non-
standard numerical techniques (e.g., fast multiple methods, FFT-based approaches) can 
represent a valid approach to reduce computational time, enabling the treatment of large-scale 
problems. At the same time, parallel computing with the aid of graphics processing units 
(GPUs) is becoming a diffused strategy but requires a good knowledge of the computational 
architecture to exploit as much as possible its potential and develop computationally efficient 
solvers. 

Another challenge is the numerical validation process, which needs the availability of 
experimental data for mutual comparison; to this aim, the combination of different 
characterisation techniques of sensor geometry, material properties and performances can be 
fundamental to provide feedbacks for the modelling and uncertainty evaluation.  

Also, the engineering and array integration of magnetic field sensors for wearable medical 
devices and biosensing applications (e.g., magnetocardiography and 
magnetoencephalography) is a very challenging task. To this aim, ad hoc machine learning 
techniques can be used to solve the arising optimisation problem, training the algorithms with 
both synthetic datasets (e.g., from extended micromagnetic modelling in the case of 
magnetoresistive sensors) and experimental datasets. 

Utility networks 

Introduction and state-of-the art 

(Key words: state estimation, model validation, uncertainty quantification, real-time metrology) 

For successfully operating utility networks like the electrical grid [69] or the gas distribution 
network [70] it is necessary to know the internal state of the network. For example, for the 
electrical grid, it is necessary to monitor current flow through a line since excessive current 
might damage the infrastructure. Also, the frequency of the voltage signal should not fall too 
much below its nominal value (50 Hz in Europe). In the case of detecting an event, it is highly 
desirable to be able to locate its root cause in place and time. For the gas grid, it is similarly 
desirable to be able to locate causes of problems. Also, the gas composition may not be the 
same in different locations in the network, due to local generation of biogas and/or hydrogen, 
which might be fed into the grid. So, for both types of network, state estimation and 
reconstruction are of high interest. In both cases the number of measurements is limited, and 
thus optimal usage of the measurement data should be made. It is thereby crucial that the 
models have been validated as far as possible and that the limitations and uncertainties of 
model predications are clear. 

Future challenges  

(Key words: validation, model uncertainties, uncertainty quantification) 

In both the electrical and the gas grid there is a large increase of local generation (solar panels 
and wind turbines for the electrical grid, bio-gas production for the gas grid). At the same time, 
the consumption by end-users can be monitored at a much finer scale by means of reading 
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the data of smart energy meters (if permission is granted). The models are becoming more 
dynamic instead of some static. The models are becoming more complex, and the amount of 
available data is increasing, and their mathematical solution and validation is thus becoming 
more challenging [71, 72] There is also a tendency to use data-driven methods from machine 
learning to address specific questions. For example, in [73] a neural network is used to 
estimate the grid inertia. These models need validation as well, and the uncertainty of all model 
outputs need to be quantified. 

4.3 State of the art 

Computational modelling has become an integral part in many fields of modern metrology 
[8,15] and a key driver in many industrial applications [24-25].  In metrology, CM is used to 
understand measurement processes, optimise measurement setups, evaluate uncertainties 
and indirect measurements. In recent years, significant progress has been made in the 
accurate modelling of measurement processes (virtual experiments) and its inverse modelling 
(statistical inverse problems) including uncertainty quantification.   

4.3.1 Virtual experiments and digital twins 

Exploring the accuracy of measurement devices, specifying machine tolerances, and 
identifying significant sources of uncertainty are examples in which virtual experiments are 
employed nowadays [24].  

In combination with Monte Carlo methods, virtual experiments are used for evaluating 
uncertainties [8,15,25]. However, the results of these approaches generally differ from a GUM-
compliant uncertainty evaluation, which marks the de facto standard for uncertainty evaluation 
in metrology. The basis of the GUM is an evaluation model relating the measurand to all 
meaningful influencing quantities, including the observations obtained in an experiment. The 
evaluation model typically forms a partially inverse model to the forward model of the involved 
experiment. Since virtual experiments emulate the latter, Monte Carlo runs of a virtual 
experiment and the Monte Carlo methods for uncertainty evaluation [17, 18] are conceptually 
different approaches. To facilitate the use of results from virtual experiments in traceable 
measurement chains, a GUM-compliant uncertainty evaluation based on virtual 
measurements is needed. Whilst this has been achieved for linear models recently [19], a 
methodology for the general case is still lacking. Filling this gap is a key requirement to ensure 
traceability for the routine employment of virtual experiments in metrology and industrial 
applications.  

Digital twins are used in a variety of applications, such as advanced manufacturing [26], 
healthcare [27], and smart city environments [28]. According to [29], a digital twin is “a set of 
virtual information constructs that mimics the structure, context and behaviour of an 
individual/unique physical asset, or a group of physical assets, is dynamically updated with 
data from its physical twin throughout its life cycle and informs decisions that realise value”. 
The essential elements of a digital twin are a virtual representation (model), a physical 
realisation (asset), and a transfer of data/information (connected) between the two [29]. The 
virtual representation can consist of purely data-based models, physics-based models, or a 
combination of both. In [22], the latter is called a “hybrid twin” emphasising that the digital 
counterpart consists of both parts. In such a setting, the physics-based model is often not exact 
(either because the complex process cannot be modelled with all details or because the 
system is so computationally expensive that a surrogate model needs to be used). The error 
of the model can then be reduced by adapting it to actual measurement data (data-driven 
modelling). However, in such a setting, it is not clear how the uncertainty of the whole system 
can be determined. Furthermore, the question arises of how a model that has been calibrated 
with measurement data can be validated. Rules for validation, see [21], need to be adapted 
for such a framework.  
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The key value of digital twins is the closed loop with manufacturing and design, early warning, 
continuous prediction as well as optimising measurement activities via communication among 
different devices. However, for metrology, the uncertainty evaluation is usually only available 
for the “static” case, where it is assumed that the digital model does not change over time 
[8,24]. To account for time-dependent influences, such as mechanical deformations, thermal 
drifts, or vibrations, the dynamical case needs to be considered. Hence, the uncertainty 
quantification for digital twin needs to be developed using data from actual measurements 
collected in real time, i.e., use of Kalman filtering.  

It is useful to note that what “real time” means will vary from application to application. A digital 
twin is typically used to monitor a specific aspect of a system that is known to change over 
time and to take some action or make some decision based on the state of that aspect. “Real 
time” therefore needs to reflect the time scale over which the system is changing, so that the 
change in the system can be identified and is independent of how often new data is available. 
For a metrological system, this time scale will be affected by a combination of the variability of 
the local conditions (temperature, vibration, etc.) and the inherent stability of the artefact being 
measured.  

4.3.2 Inverse problems and uncertainty quantification 

A central feature of metrology is that an uncertainty statement must be included in all 
measurement results. The concept of traceability depends fundamentally on uncertainty 
quantification. The treatment of measurement models and the evaluation of associated 
measurement uncertainties are summarised in the GUM suite of documents and its 
supplements that are published by the Joint Committee for Guides in Metrology (JCGM) [16]. 
Evaluating the measurement uncertainty associated with the outputs of the models arising in 
important applications is often difficult and challenging. The simple analytical treatment 
outlined in the GUM and the Monte Carlo approach of GUMS1 have been successfully applied 
to many cases where the measurand is a single output quantity and the measurement model 
is either given in an explicit form or solvable with small computational effort [17]. The GUM 
approach essentially involves uncertainty propagation through a known direct model whereas 
multivariate and implicit modes are addressed in GUMS2, by means of both the law of 
propagation of uncertainty and the Monte Carlo approach [18]. However, for most inverse 
problems Bayesian inference methods are more appropriate. The successful European project 
on “Novel mathematical and statistical methods for uncertainty evaluation” developed tools for 
uncertainty quantification for a bigger range of models, e.g., by developing a Bayesian 
approach to regression and inverse problems, and by using smart sampling schemes to enable 
uncertainty quantification in computationally expensive physical models [23].   

4.4 Challenges and trends 

Significant progress has been made in CM and VM, although fundamental questions still 
remain unanswered. While many systems are qualitatively well described by complex 
computational models, there are still problems in accurately modelling measurement 
processes. Therefore, the power of CM for metrology has not yet been fully exploited for many 
applications. For a broader acceptance and application, it is necessary that computational 
models address the following challenges: Reliability and Efficiency of numerical algorithms. 

4.4.1 Reliability  

Reliable simulations are a key for the development of trust in CM and VM. The reproducibility 
of results is particularly crucial for reliability, similar to experiments. In a recent survey, 
numerous computational studies were considered, and the efforts carried out to reproduce the 
results are measured. Within some reasonable time limits (one week) for the authors it was 
not possible to reproduce the results from any of the considered papers [33]. This impressively 
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shows how urgently a framework is needed to make CM reliable. For reliability in CM, five 
conditions can be defined [34]:  

• Validation: 

- confirmation that the results agree with experiments, the ultimate test for credibility 
of a simulation 

- updating the model according to environmental changes 

• Verification:  

- the software accords with its specification 

- there are no implementation errors or bugs  

- the algorithm is numerically stable [74] 

• Reproducibility: 

- ensure that results are repeatable and reproducible within a pre-defined quality 
range 

• Comprehensibility  

- understanding the algorithms 

- documentation of algorithms and input data 

- documentation of parameter values and associated uncertainties 

- training of experts  

• Uncertainty Quantification: 

- Identification of the provenance of errors within the computational model 

- sources of uncertainty, e.g., approximation errors, parameter uncertainties, 
imperfection of models 

- propagation of uncertainty. 

4.4.2 Efficiency  

In metrology, problems often arise where statistical methods and computationally expensive 
models are applied. These problems often lead to situations where the computing time, and, 
in the near future, energy consumption becomes a limitation for the application. To overcome 
the latter, two paths can be taken. Efficient implementation of algorithms and optimisation of 
computer code are able to decrease computational time and energy consumption. Another 
option to increase efficiency is to use advanced mathematical models and algorithms, i.e.:  

• model reduction techniques 

• surrogate modelling (e.g., approximation of the forward model)  

• modelling with sparse grids  

• model selection methods 

• real-time simulations. 

Agile, efficient algorithms are of particular interest when performance is to be provided on edge 
devices (e.g., device that connects the local network to an external network) rather than in the 
cloud, where memory and computing power are large. A particular example that underpins 
these challenges are large-scale problems. Large-scale problems are problems that involve 
large scale (big) data or high dimensional parameter spaces. To treat large scale problems 
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efficiently, a substantial extension of novel computational methods is required, see e.g. [14-
17]. 

In order to make large scale problems computationally tractable, approximate or surrogate 
models are used instead. However, the uncertainty contribution due to the use of an 
approximate model could be significant and difficult to quantify.  

For the purpose of making large scale inverse problems computationally tractable and well 
posed, prior information (e.g., smoothness, sparsity) can be included. Imaging is a case in 
hand where appropriate prior information has dramatically improved the performance of these 
systems. The effect of the choice of prior information on the estimated parameters can be 
significant but is difficult to quantify. 

Markov chain Monte Carlo (MCMC) sampling methods [76-77] have enabled inverse problems 
to be analysed correctly using Bayesian inference. However, the convergence rates are quite 
slow, so that the computational effort can become excessive for complex models. New 
approaches (sequential Monte Carlo, multi-level Monte Carlo, approximate Bayesian 
computation) [81-83] potentially can address this issue but the performance of these newer 
algorithms needs to be assessed.  

A clone of true-life 

A true-life clone of an object or measurement device in the physical world – a digital twin or a 
virtual measurement device – gives new insights to the real-world performance of products, 
processes and metrology. These virtual clones have a huge potential for efficient engineering, 
better understanding of the real object throughout its life cycle, avoiding potential problems, 
cost and resources saving. The difference between computational modelling and the recent 
development of digital twins and virtual experiments is not that a specific model for the 
application is used, but rather all digital knowledge ranging from models to data during the 
complete lifetime cycle is used. Thus, model-based approaches on classical simulations and 
approaches based on data analytics are integrated to form a virtual clone of the true-life object. 
A particular challenge here is that various research fields must be linked together. From data 
analysis, statistics, modelling to numerics, many factors are involved. 

Virtual experiments  

As for CM in general, the key challenge of modelling virtual experiments is to ensure the 
reliability and trustworthiness of virtual experiments in metrology. Such reliability and 
trustworthiness require verified and validated models, uncertainty evaluation in accordance 
with current standards, traceable and reliable virtual measurements, smart data selection as 
well as robust and reliable algorithms that combine model-based and data-driven methods. 
Current challenges require development of:  

• advanced mathematical modelling techniques, such as multiscale and multiphysics 
modelling, and their use. 

• methods for evaluating the uncertainty associated with real measurements by using the 
results from corresponding virtual experiments. Method development should be in line 
with current standards for uncertainty evaluation in metrology.  

• methods for uncertainty quantification for virtual measurement devices representing 
complex measurement processes and mechanisms. Such activity requires the inclusion 
of dynamical influences (such as thermal drift or vibrations) in the model in addition to 
the continual updating (calibration and enrichment) of the underlying models based on 
fresh data, e.g., for life cycle management.  

• approaches for the validation of virtual experiments. These approaches include methods 
for the verification of the models as well as statistical procedures for the assessment of 
differences between measurements of calibrated standards and corresponding data 
from their virtual counterpart.  
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• methods to account for errors in the model, specifically for computationally expensive 
systems, where surrogate models (which contain, e.g., approximation errors) often need 
to be used. These methods include those involving the treatment of models that have 
been calibrated with the help of experimental data.  

A metrologically sound implementation of virtual experiments is a crucial element for digital 
twins. Up to now, uncertainty evaluation according to current standards by means of virtual 
measurement systems has only been realised for particular “static” cases, i.e., for the case 
where the underlying model is assumed to be independent of time. By extending the existing 
frameworks to systems with, e.g., time-dependent influences, many more metrological 
applications can be covered. First attempts to include dynamic influences have been made 
[20]. However, the number of contributors addressed as well as the methods used for their 
inclusion in digital twin models are currently very limited.  

From the point of view of metrology, rigorous methods to include the uncertainty of known 
influence factors as well as approaches to identify additional contributions to measurement 
uncertainty are still lacking (but see [86]). These methods and approaches are, however, 
essential to optimise performance, allow validation, and ensure traceability. Each numerical 
model must be validated before it is routinely used, e.g., to support conformity assessment 
(see [86]).  or take safety-relevant decisions. A transfer and adaptation of procedures such as 
those in [21] to virtual measurement processes will increase the trust in the results derived by 
virtual experiments. One important aspect in the validation of a virtual experiment is a 
framework to compare and statistically assess virtual and real measurement values.  

Digital twins  

Even though the application of digital twins in metrology is limited at present, a larger use is 
expected in the future. However, the building blocks of a digital twin are related to AI, CM and 
classical data analysis. In general, digital twins can be considered as consisting of  

• a real-time virtual representation of a real-world physical system or process by a model; 

• a physical object/system that is changing over time (either progressively as in the case 
of wear or in response to its environment); 

• a stream of measurement data taken from the physical object; and 

• a method of updating the model based on the data stream to reflect the change in the 
physical object.  

The updating process produces an estimate of the parameter associated with the aspect of 
the physical system that is changing over time. This parameter often cannot be measured 
directly. A digital twin is therefore often seeking to solve an inverse problem.  

The twin is typically used either to make a decision about the physical system, or to provide a 
quantified estimate of some aspect of the physical system. In both cases the output of a digital 
twin, and particularly a metrological digital twin, should have an associated uncertainty.  

The presence of a model within a digital twin means that many of the challenges in digital twins 
are the same as the challenges in computational modelling more broadly, but it is useful to 
consider the drivers of these challenges. Many of the applications for which digital twins are of 
interest are safety-critical, infrastructure monitoring being a common example, and so reliable 
validation of models is particularly important. 

Selection of the best method for updating digital twins is not a solved problem. For industrial 
digital twins, the data stream is likely to be noisy and potentially have large associated 
uncertainties and significant correlation, which may mean that traditional optimisation methods 
may struggle to converge. Many digital twins use computationally expensive models created 
using proprietary “black box” software, which further limits the range of optimisation methods 
that can be applied effectively to the updating problem. The requirement to produce a value 
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and an associated uncertainty makes methods such as data assimilation [78-80] attractive, but 
these seem not to have been investigated for digital twinning as yet.  

The components listed above mean that the digital twin has four different timescales that need 
to be consistent so that the end goal can be achieved in a timely manner: 

• The time required to update and evaluate the model; 

• The time scale over which the physical object is changing;   

• The time required to gather the data (i.e., the time period between updates of the data 
stream); 

• The time by which a decision must be made or a quantified estimate obtained. 

There are several ways in which these timescales can come into conflict. The data time scale 
needs to be sufficiently short compared to the physical object’s time scale so that the change 
in the physical object is captured in enough detail within the data. In many cases the time scale 
of data gathering can be controlled to match the other time scales so this is often not a problem, 
but for cases with multiple data streams feeding into a single model there can be challenges 
associated with synchronisation and with the effects of problems such as jitter on the 
uncertainties associated with the data.  

In some cases where high-fidelity physics-based models are required the time required to 
solve the model can be hours or in some cases days. For model updating processes that 
require repeated evaluation of the model (as would be expected for processes that produce 
an uncertainty), there can be conflicts between this time scale and the decision-making time 
scale. For digital twins to be useful in time-pressured environments, demonstrably reliable 
surrogate models will need to be developed. Again, this requirement is not unique to digital 
twins.  

At present, digital twins are usually descriptions of single objects such as a road or railway 
bridge or a co-ordinate measuring machine. Many organisations would like to be able to link 
digital twins that describe different aspects of a system or different components of that system. 
For instance, a car manufacturer may want to link a digital twin that estimates brake wear from 
acoustic measurements to a full car digital twin that uses weather data and vehicle condition 
to estimate safe stopping distances for a driver. These linked aspects require development of 
methods to map model results, and associated uncertainties, between different types of model 
and potentially between different length and time scales.   

The remarks above largely focus on industrial digital twins where the physical twin is in an 
uncontrolled environment and the ability to make quick decisions is often important, rather than 
metrological digital twins within a controlled laboratory. 

Metrological digital twins will face the same challenges, but it is likely that the main challenge 
for metrological digital twins is the reliable evaluation of the uncertainty associated with their 
outputs. As is discussed in the virtual measurement section of this document, for the output of 
a digital twin to be used within an NMI, the uncertainties it generates must be calculated using 
a rigorous approach that is consistent with the GUM framework. This requirement is likely to 
mean that new methods of model updating that are consistent with the framework must be 
developed.    

Furthermore, digital twins must not only fulfil the reliability requirements mentioned above (e.g., 
reproducibility, documentation in a machine-readable format) but additionally: 

• data quality framework 

• description of the data processing pipeline to the results in the data base (e.g., 
ontologies) 
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5 DATA ANALYSIS AND UNCERTAINTY EVALUATION 

5.1 Introduction 

Alongside the two research topics described in chapters 3 and 4 of this SRA, it is recognised 
that an increased use of mathematics and statistics is required to face new measurement 
challenges.  In many areas of metrology, mathematics and statistics play an essential role, for 
example in imaging by tomography, in the purity analysis of nominally pure materials used for 
producing certified reference materials, and in the use of measurement data for fiscal metering 
of energy. In each of these areas, the challenges are different, but they have in common that 
with a simplistic approach to the modelling and uncertainty evaluation, unsatisfactory results 
are obtained which are detrimental to the overall performance of the application (e.g., tumor 
size measurement using tomography). In this chapter, an overview of challenges related to the 
evaluation of measurement data and the evaluation of measurement uncertainty is presented.  

5.2 State-of-the-art and beyond  

5.2.1 Uncertainty evaluation for small sample sizes 

Small sample sizes occur frequently in metrology. Obtaining larger sets of data can be 
prohibitive (e.g., in destructive testing), prohibitively expensive, or impossible due to other 
practical constraints (e.g., time in a dynamic setting).  Such small data sets, with often no more 
than two or three observations, traditionally pose a challenge for statistics and uncertainty 
evaluation. Various approaches for dealing with small sample sizes have been proposed, e.g., 
using large student t-factors, pooled standard uncertainties, and uncertainties evaluated based 
on other larger samples that may or may not be representative. This area is still 
underdeveloped. Bayesian methods could be employed, but these require a proper inclusion 
of prior knowledge about, e.g., the performance of the measurement procedure used. Another 
obstacle is that often these Bayesian methods need to be appropriately simplified for use in 
routine measurement. Guidance for practical cases is still lacking.  

5.2.2 Uncertainty evaluation for large sample sizes 

Traditional uncertainty evaluation methods generally work best for moderate to large sample 
sizes. When the amount of measurement data and/or the number of model inputs becomes 
large, problems can occur (see also model reduction techniques in section 4). With large 
numbers of repetitions, the assumption that the data are mutually independent and identically 
distributed is usually problematic and leads to understating measurement uncertainty. Time 
series analysis is relatively new in many areas of metrology, yet it is one of the ways to properly 
evaluate large datasets [1-2]. In the case of many inputs to a model, the Monte Carlo approach 
may be no longer feasible, and smart sampling methods such as those presented in [3] and 
references therein may be needed. All these issues require a proper mathematical and 
statistical treatment for producing valid estimates and uncertainties. Like the case of small 
sample sizes, also a translation from a sophisticated model to a practically implementable 
model may be required. Guidance for practical cases is largely lacking.  

5.2.3 Bayesian statistics 

Bayesian statistical methods offer a general approach for evaluating measurement data and 
its uncertainty. In the last two decades it has attracted substantial attention from experts 
working at NMIs and it has been applied to several use cases, e.g., data reduction in (key) 
comparisons, evaluation of homogeneity and stability in reference material production, type A 
evaluation of standard uncertainty. Open research questions are related to its implementation 
and effectiveness in still other use cases, its efficient implementation in computational 
problems (e.g., scatterometry, see example needs in section 4) and how to use it in 
combination with errors-in-variables models. Other questions relate to the selection of prior 
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distributions. Also, sometimes counterintuitive results are obtained, like the fact that the 
calculated uncertainty for a specific measurand depends on the number of other measurands 
being inferred at the same time using the data. 

5.2.4 Analysing key comparison data 

Key comparisons play an underpinning role to the trust in metrology on a worldwide scale, 
based on the Mutual Recognition Agreement (MRA) [9]. An essential part herein is played by 
a mathematically sound evaluation of key comparison data. Various methods and alternatives 
have been presented and new methods are derived covering yet other cases. In view of the 
vast number of metrology domains, comparison schemes and uncertainty structures, the 
domain of analysing (key) comparison data cannot be considered as solved. 

5.2.5 Statistical tests 

Hypothesis testing and statistical tests can be performed, e.g., for conformity assessment [4-
5], and more widely in the comparison of measurement results. Many issues can be at play 
here, such as measurement data may not be distributed normally or may be correlated. In such 
circumstances, appropriate statistical tests need to be developed to address the particulars of 
the measurement data. The development of statistical tests for conformity assessment and 
comparing measurement results is a rapidly developing area, and, as in many cases, each 
problem may ask for another treatment. As the number of applications and variations is large, 
new method development will always remain needed. 

5.2.6 Model design, model selection, model validation, accounting for model errors 

The topics of model design, selection, model validation and accounting for model errors in 
uncertainty evaluation are main themes in all mathematical model building in metrology. 
Current trends are that models become more data-driven, i.e., they describe the features of a 
data set. Data models and measurement models are at the heart of any application of 
metrology, and every application requires its own model. Also, modelling measurements that 
involve a complex mix of systematic and random effects and correlations can be challenging. 
The same applies to models that need to address constraints (such as that an absolute 
temperature cannot be negative.) For existing models, there can still be issues with the 
evaluation of the measurement uncertainty of the model outputs, which require further 
developing these models, or combining them with the law of propagation of uncertainty, Monte 
Carlo method or another method to quantify measurement uncertainty. Mathematical and 
statistical support and new method development are essential for many novel applications in 
metrology. 

Some guidance exists for evaluating the uncertainty using observation models that involve 
solving an inverse problem, and for analysing regression problems [6]. However, also in the 
domain of data analysis and uncertainty evaluation, new model types with more complex 
structures, interdependencies and correlations are required as the applications in which they 
are used demand a proper treatment of the measurement data. Well-founded mathematical 
and statistical analysis concerning the uncertainty evaluation of the model outputs are required 
to support advances in many metrological areas. 

5.2.7 The GUM suite of documents 

As illustrated in the sections above, data analysis and uncertainty evaluation for ‘classical’ 
metrology problems cannot be considered as a ‘solved research domain’ from a mathematical 
and statistical point of view. This also means that the GUM suite of documents [7] is not 
finished; on the contrary, it is currently under development by the Joint Committee for Guides 
in Metrology — JCGM WG1 (in which several Mathmet members have actively participated for 
many years) and will need continuous enrichment and update. Some new documents are 
intended to be developed, on topics such as statistical models and data analysis for 



 

 
EMN for Mathematics and Statistics 
Strategic Research Agenda 
Version 1.0 (07/2023) 

 

 
 

- 47 - 

 
 

 

 

interlaboratory studies, least squares approaches and Bayesian methods [8]. Some of the 
documents already published could take advantage from future extensions, revisions or 
ancillary documents, such as a collection of examples on measurement uncertainty evaluation, 
partly to support JCGM 100:2008, JCGM 101:2008 and JCGM 102:2011, and the 
generalisation of JCGM 106:2012 conformity assessment approach to multivariate models and 
to a sample of items. Making a guidance document that is sufficiently general and balances 
the views and requirements from the entire metrological community is an art in itself. 

6 SUMMARY 

This document presented the Strategic Research Agenda (SRA) prepared by the EMN 
Mathmet within the framework of the EMPIR Joint Network Project “Support for the European 
Metrology Network on Mathematics and Statistics” based on a stakeholder consultation 
process and in line with the strategies of EURAMET and the participating NMIs.  

The SRA identified an overall vision for the EMN Mathmet to ensure quality and trust in 
algorithms, software tools and data for metrology.  

Two emerging research topics of great importance for the metrology community were 
illuminated: Artificial Intelligence and Machine Learning and Computational Modelling and 
Virtual Metrology. Both research topics were presented and key needs and challenges from 
the metrological perspective were identified: 

• Artificial Intelligence and Machine Learning: 

- Uncertainty quantification  

- Generalisability and robustness 

- Interpretability  

- Quality framework 

• Computational Modelling and Virtual Metrology: 

- Reliability and quality 

- Efficiency and real-time calculations 

- Uncertainty quantification  

To demonstrate that behind the challenges are metrological applications, current joint research 
(EMPIR) projects and use cases related to both research topics are presented.  

To address the key challenges in the research topics, the EMN Mathmet uses expertise and 
capabilities in modelling and data analysis. Some of the known concepts can be further 
elaborated and applied to the new research topics, while other concepts need to be newly 
developed. However, in the classical research topics of data analysis and uncertainty 
evaluation are still open questions that should be addressed. The needs and challenges 
regarding these classical areas were identified and discussed.  
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7. BIPM, IEC, IFCC, ILAC, ISO, IUPAC, IUPAP, and OIML, “JCGM Publications: Guides in 
metrology”, https://www.bipm.org/en/committees/jc/jcgm/publications.  

8. BIPM, IEC, IFCC, ILAC, ISO, IUPAC, IUPAP, and OIML, GUM Newsletters, 
https://www.bipm.org/en/committees/jc/jcgm/wg/jcgm-wg1-gum/newsletters.  

9. Bureau International des Poids et Mesures Mutual Recognition of National Measurement 
Standards, of Calibration and Measurement Certificates issued by National Metrology 
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9 APPENDICES 

9.1 APPENDIX A: Survey of members of the EMN Mathmet about AI&ML 

The following information was collected through a survey of the members of the EMN Mathmet. 
It comprises a selection of the questions included in the survey and a summary and 
aggregation of the responses presented in a way to avoid duplication.  

Does your NMI have a strategy for AI/ML in metrology? If so, what are the main objectives?  

• To ensure confidence in, and trustworthiness of, AI outputs 

• To be aware of the main developments 

• To look for opportunities for the metrological community 

• To support applications in different fields, including health, climate, and environmental 
monitoring, IoT, smart grids, neuromorphic engineering, condensed matter 

• To enable machine learning based data analysis 

• To improve decision making 

• To aid scientific discovery 

• To apply AI tools in the laboratory 

• To develop AI based services  

What potential do you expect from the application of AI for metrology? 

• Driving future inline metrology 

• Improving data analysis 

• Supporting new measurement modalities (e.g., in imaging and sensor networks) that are 
increasingly data-driven rather than model-driven 

• Supporting the digital transformation of metrology and applications of metrology (e.g., in 
autonomous vehicles, environmental monitoring, etc.) 

• Reducing post-measurement costs 

• Helping to refine modelling 

• Supporting data intensive applications involving complex or unknown physical models 

• Replacing model-based simulation techniques with data-driven approaches 

• Coupling with in silico models to realize digital twins able to mimic virtual experiments 

• Providing insight into multiparameter modelling of large volumes of data coming from sensor 
networks (e.g., IoT)  

• Handling of big data 

https://www.bipm.org/en/committees/jc/jcgm/publications
https://www.bipm.org/en/committees/jc/jcgm/wg/jcgm-wg1-gum/newsletters
http://www.bipm.org/utils/
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• Accelerating development cycles 

• Extracting knowledge from complex data 

• Enabling efficient data analysis, and predictive maintenance of experiments 

• Establishing new services to build trust in AI applications  

• Benefits unclear 

What challenges do you expect to face if AI is to be used for metrology? 

• Confidence of AI results (robustness and reliability) 

• Transparency of AI (explainability and interpretability) 

• Uncertainty quantification (enabling traceability) 

• Verification and validation of algorithms and software 

• Computational resources 

• Understanding data quality (and ensuring quality of training data) 

• Maintainability of AI models 

• Loss of deep understanding (compared to iterative physical model building and validation) 

• Combining experimental and simulation data 

What kind of input could metrology provide for AI or ML?  

• Standardisation of AI 

• Providing reference data to train AI   

• Understanding impact of measurement uncertainty on robustness of AI systems 

• Providing a principled framework for using AI (exploiting well-established concepts of 
traceability, uncertainty, and calibration, etc.) 

• Formulating the requirements of AI and setting specific research goals 

• Making AI more reliable and transparent 

• Providing metrics for data quality 

• Assessing confidence in AI and ML results and certifying applications 

• Not clear yet: Measurement problems are likely to arise on a case-by-case basis. For 
example, facial recognition may rely on feature identification followed by a measurement 
step (e.g., distance between features). In practice, measurement and (even less) 
measurement uncertainty do not seem to be limiting AI development and one feature of AI 
is that it can be trained for tolerance to a degree of uncertainty (in the wider sense). 

What do you think are important research priorities for AI in metrology? 

• Uncertainty 

• Interpretability and explainability (transparency) 

• Robustness and reliability of AI 

• Traceability of AI 

• Trustworthiness of AI 

• Secure AI 
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• Data quality 

• Verification and validation of algorithms and software 

• Finding relatively simple examples in areas (close to) classical metrology that demonstrate 
the power of these methods and the need for the metrological community to pay more 
attention to AI 

• Good understanding of the fundamentals (allowing correct interpretation of results) 

• Application to small data sets 

• Regularisation 

• Not clear yet 

Extracts taken from ‘INRIM Metrology towards 2030: Developing relevant measurement 
science and technology’ 

• “Our industry and society, however, is rapidly changing. The recent progress in neural 
networks has allowed for efficient implementation of machine learning algorithms which will 
change, for instance, the way we drive cars, perform medical diagnoses, control industrial 
processes, and take strategic decisions in general. The full impact that the current digital 
revolution will have on our lives in the near future is difficult to foresee.” 

• “Major changes are taking place in industry, including a pervasive digital transformation 
which aims to use large sensor networks with wireless connectivity for taking better 
decisions as part of the Industry 4.0 concept. This enhanced metrological capability goes 
together with automation and with the extremely rapid development of neural networks and 
machine learning algorithms. Hence metrology tools will have to be developed that can deal 
with large amounts of data and virtual entities, and that can provide trust in decisions taken 
by artificial intelligence. Information technology security has to be assured in this process.” 

• “Measurement technologies – which can be classified by their technology readiness levels 
(TRLs) – range from classical technologies (high TRL) to quantum (medium-low TRL), and 
further down to those technologies for chemical and digital metrology (typically low TRL) 
that mostly have to be developed.” 

• “Finally, during the next decade, we cannot underestimate the role of digital transformation. 
The use of novel digital technology leads to a highly interconnected economy, industry, and 
society. Measurement results, data, algorithms, mathematical and statistical procedures, 
as well as communication and security architectures form the basis of digital expansion and 
transformation. In this context, it is essential that metrology embraces this paradigm shift. 
In particular, among many others, there are two significant challenges, namely improving 
the underlying mathematical, computational, and statistical sciences used in testing and 
measuring, and developing standardization and calibration protocols for a digital 
metrological infrastructure.” 

• “Supporting this significant effort within the context of a growing National Calibration System 
requires the development of a digital metrological infrastructure – thereby taking maximum 
advantage of novel digital technologies in a world where the economy, industry, and society 
will be increasingly interconnected. In particular, this digital transformation requires 
developing standardization and calibration protocols which are specific for digital 
technologies.” 

• “Imaging and sensing on biological neurons and neural networks will provide inspiration for 
the activity on new hardware platforms for artificial neural networks discussed in the next 
section.” 

• “Nowadays industry is facing a new transition based on (large amounts of) data and partially 
autonomous machines – a concept often referred to as Industry 4.0.” 
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• “Digital transformation is much more than collecting data: it is a way to redesign the 
industrial production (even dynamically) in order to match a wider set of requirements by 
the customers. INRiM will contribute on three levels: sensor technology, data sensor 
networks, and innovative neural networks.” 

• “To process vast amounts of data and implement – partially automatic – decision making 
processes, neural networks and artificial intelligence will play an increasingly important role. 
The current bottleneck in this respect lies in the traditional hardware platforms 
(computers/electronics) which are inefficient for this task and extremely energy consuming 
compared to biological neural networks. INRiM will dedicate effort in developing new 
materials and technologies to find better hardware implementations of neural networks, 
which, if successful, will constitute one of the major breakthroughs in the field of large-scale 
data processing and machine decision making.” 

• “In addition to the experimental capabilities and know-how, INRiM will also be able to 
provide sophisticated computational post-processing techniques for improved data 
interpretation which are typical for the metrology community. Examples include the use of 
digital twins for precision measurements and data analysis, uncertainty quantification and 
data comparability of measurement methods, suitable metrics for machine learning 
algorithms, and computational imaging for life sciences.” 

Extracts taken from “Metrology and AI: PTB’s AI Strategy, March 2022” 

• “It is not only in Industry 4.0 where significant resources can be saved through the predictive 
maintenance of machines and systems using AI. New fields of application for AI are also 
constantly opening up in the intelligent control of supply systems in smart homes and smart 
cities, in self-learning diagnostic tools for personalised medicine, and in autonomous 
vehicles.” 

• “PTB thus sees it as its duty to conduct fundamental research on the data quality and 
reliability of AI procedures. Building on this research PTB seeks to advance the 
development of the legal framework for AI approval and regulation in cooperation with other 
QI stakeholders. In addition, PTB would also like to further the opportunities arising from 
the use of AI methods in the research and development environment and make them safely 
usable.” 

• “These algorithms are characterised by a high complexity and a high-dimensional 
parameter space. Another feature is the very high adaptability of AI methods. However, this 
can lead to undesired features of the training data unintentionally being built into the 
algorithm. Therefore, in contrast to other software, a check of the algorithm based on the 
source code alone often no longer feasible.” 

• “PTB sets itself the goal of developing suitable metrics for the evaluation of AI and data in 
its metrological research mission, adapting existing measurement and testing processes to 
the use of AI and, at the same time, testing and expanding the safe application of AI for 
metrological research and services.” 

• “In data-based methods, the uncertainty is made up of three components … Uncertainty 
due to inherent limitation in the model fit of the learning system; Uncertainty due to data 
quality; Uncertainty due to divergent training, testing and application contexts.” 

• “One of PTB’s goals in this area is ultimately to establish a standardised measure for the 
quantification of explainability.” 

• “All sources regarding evaluation, certification and conformity assessment of AI applications 
or products with AI components mention the need for reference data as well as generally 
accepted criteria for data quality and data handling.” 

• “Use Case: Metrology for Autonomous Driving – Trust in AI” 
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• “Use Case: Quality control for explainable AI in clinical diagnostics” 

• “Use Case: AI for optical metrology – shape measurements and nanometrology” 

• “Use Case: Soot particle characterisation with the help of AI” 

• “PTB aims to establish well-organised and harmonised machine-usable data and AI 
methods as trust anchors for future technologies in metrology, to develop and provide digital 
standards (e. g., reference data sets) for metrology and to set up the necessary 
infrastructures.” 

• “Since the previous approach of optimising the model or the code to achieve better 
performance of the AI method often no longer achieves drastic improvements in many Use 
Cases, a data-centric approach has recently garnered a lot of attention. With this method, 
the training data are specifically selected according to strict guidelines (e. g., consistent 
labelling, discarding noisy data, coordinated handling and labelling of data sets that are 
difficult to evaluate) and can thus improve the performance of AI systems significantly, 
according to initial pilot studies [49]. In this context, too, the influence of the quality of the 
data and fundamental data requirements is becoming clearer than ever.” 

  



 

 
EMN for Mathematics and Statistics 
Strategic Research Agenda 
Version 1.0 (07/2023) 

 

 
 

- 62 - 

 
 

 

 

9.2 APPENDIX B: Survey of members of the Stakeholder Advisory Committee about 
AI&ML 

The following table summarizes the needs and interests of the stakeholder advisory committee 
(SAC) members which were collected through questionnaires, interviews, and from SAC 
meetings. 

ENBIS • Virtual sensors process data originally gathered by physical sensors. 

The data they deliver is then typically embedded into more complex 

functions or software applications that merge this input with data 

from other sources and execute analytics algorithms on the 

combined set of data. In case these analytics algorithm embed ML, 

for example, a proper UQ method is needed. 

Infineon • Health Status of a device. 

• PHM (prognostics and health management). 

• Aleatoric and epistemic uncertainty. 

• Accuracy and uncertainty of AI output variables. 

Eurolab • How to validate AI model and results? Is it possible to create a 

validation procedure? 

EMN COO • How to propagate uncertainties in observations to products derived 

from those observations using neural networks. 

• How to validate models developed using ML methods when applied 

to new datasets. 

• Uncertainties in classification (e.g., land type maps, cloud masking) 

and how those become other uncertainties when used in quantitative 

processing. 

• Some scientists use neural networks when standard regression 

would work and be easier to propagate uncertainties through. 

• Inverse problems from a neural network derived forward model. 

TNO • Model robustness in AI/ML. 

• Contestability of AI-based decision-making systems. 

• Oversight bodies and standards: what and how to audit AI/ML? 

• Testing facilities and reference datasets to train AI on. 

UKAS • Defining the scope: what is actually being measured, what is 

inferred. 

• Traceable measurements for remote inspection. 

• Records - reproducibility conditions? 

Eurachem • Relatively few clear needs here for most analytical chemistry and 

biology laboratories; most measurements still essentially univariate 

with few regulatory measurements multivariate/ML based. 

CFM • Uncertainty for ML algorithms. 

• Validation understanding of AI. 

• Confidence in AI results. 

• Training of experts in uncertainty evaluation. 
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9.3 APPENDIX C: Needs from other European Metrology Networks 

EMN Climate and Ocean Observation 

Extracts taken from the Stakeholder Needs Review Report, European Metrology Network for 
Climate and Ocean Observation Version 1.0 (01/2021). 

“Metrology challenges for remote sensing 

Metrological assessment of uncertainty of models and algorithms particularly those required 
to transform top-of-atmosphere measurands to bottom-of-atmosphere parameters, including 
support to developers, guidance on assessment, such as the challenges of ‘machine learning’ 
methods. Means to establish uncertainty characterisation and representation for ‘classification’ 
systems e.g., land cover type, cloud masks etc. is also needed.” 

“General cross-cutting metrological support for climate and ocean observation  

Finally, machine-learning techniques, including neural networks, are increasingly being used 
in the generation of ECV products, particularly for more complex variables that rely on proxy 
measures or to associate satellite observations with an in-situ metric. Neural networks are also 
used in applications of ECVs beyond direct climate modelling, and particularly in “climate 
services”, for example to establish risk or to quantify “embedded carbon”. 

Metrologists, and particularly data scientists working in metrology institutes, can support the 
analysis of uncertainty through modelling and the interplay between measurements, 
observations, and models. Metrological research is needed to understand how model 
uncertainty is evaluated and validated, to develop standardised ways of reporting results of 
model performance evaluation, and to provide methods for uncertainty propagation through 
non-linear models. Furthermore, error covariance information is very important, but with huge 
data sets (87 billion observations) new methods are needed to process such information in a 
computationally affordable manner, and methods such as machine learning will themselves 
need to be robustly evaluated to assess the uncertainties they might introduce into the analysis 
through their use.” 

EMN Quantum Technologies 

Extract taken from European Metrology Network on Quantum Technologies: Strategic 
Research Agenda (Draft 4 May 2022). 

“Subfield: Quantum computing 

Applications in chemistry, Fintech, Machine learning 

The first real-world applications of NISQ processors are expected to be in chemistry but there 
are also promising signs that e.g., important optimisation problems in finance can be 
addressed with processors of moderate size. Machine learning is likely to be another important 
application area.” 

EMN Smart Electricity Grids 

Extracts taken from EMN Smart Electricity Grids Strategic Research Agenda Draft version 2.0 
(03/2022). 

“Some measurement challenges in data analytics 

• Development of big data analytics and visualisation platforms 

• Turning large data sets collected in distribution grids into actionable information 

• Lossless data compression 

• Provide measurement data to support the development of machine learning algorithms 

for short-term load forecasting 

• …”  
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9.4 APPENDIX D: EMPIR projects related to CM&VM 

There are a few EMPIR (European Metrology Programme for Innovation and Research) 
projects in which computer-aided modelling plays an important role. Some extracts from 
publishable summaries are shown below.  

9.4.1 MIMAS: Procedures allowing medical implant manufacturers to demonstrate 
compliance with MRI safety regulations  

Overview 

Medical implants represent a multi-billion market across Europe. A majority of the 50 million 
EU citizens carrying a medical implant will likely need a magnetic resonance imaging (MRI) 
scan during the lifetime of their device.  However, the powerful electromagnetic fields of MRI 
systems in these cases represented a unique hazard for patient safety. Therefore, it was vital 
for both patient wellbeing and the success of a medical implant on the market that implant 
manufacturers could demonstrate safety compliance for their device in an MRI environment.  
This project improved the competitiveness of European implant manufacturers by providing 
innovative, metrologically sound and legally safe methods to demonstrate the compatibility of 
their products with MRI safety regulations. New, high resolution anatomical models of implant 
carriers were developed, using virtual surgery techniques to position the device in the patient. 
A comparison to the less accurate, but simpler and cheaper state-of-the art techniques to 
create a computer of an implant patient is given. Researchers and implant manufacturers are, 
for the first time, to choose the proper approach to meet their specific requirements. A new 
Medical Device Development Tools was developed and regulatorily approved during the 
project. It is commercially available and provides implant manufacturers with a clear and legally 
safe pathway to obtain regulatory approval for their innovative devices.  Beyond solutions for 
today, also completely new, and potentially disruptive approaches towards personalised 
implant safety assessments were investigated. On a proof-of-concept level it was 
demonstrated, how sensor-equipped implants interfaced to parallel-transmit capable MR 
scanners could not only combine patient safety with optimised image quality, but 
simultaneously make manufacturers more and clinical personnel less responsible for safety of 
an implant carrying patient. A complete assessment of the patient hazards due to gradient-
induced heating of large implants in MRI was achieved and possible test procedures and 
simplified analyses were described. The ground is thus prepared for standardisation bodies to 
include this hitherto uncovered subject into their normative documents and for test laboratories 
to offer the relevant test procedures and equipment. 

Objectives related to CM: 

1. To develop anatomical models of human subjects with realistic medical implants and 
millimetre resolution. The models to be sufficiently detailed for use within silico medicine 
concepts, with resolution to be determined according to image analysis needs. 

2. To develop validated computational tools for the numerical simulation of 
electromagnetic fields (EMF) and temperature distributions in a virtual human subject 
during MRI exposure.  The computational tools should be able to process high-
resolution anatomical models. 

3. To investigate numerically and experimentally the hazards associated with the 
interaction between bulk metallic implants and switched magnetic fields in the kilohertz 
regime. In addition, to develop a reference set-up for testing metallic implant heating, 
using switched magnetic-field gradients of a few mT/m with a target gradient uncertainty 
below 5%. 

4. To  develop  and  apply  a suitable  statistical  method  to  demonstrate  MRI  compliance 
for  small (<10 cm)  orthopaedic  implants without  extensive  testing or  numerical 
modelling,  by  determining an upper limit  for the  hazard associated  with the  new 
implant  by comparison  with a  similar surrogate implant, which has already been fully 
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assessed, thus enabling small manufacturers of a large variety of similar small metallic 
implants to dramatically reduce their costs for compliance demonstration. 

9.4.2 QUIERO: Quantitative MR-based imaging of physical biomarkers 

Overview 

With more than 30 million scans per year in European countries, Magnetic Resonance Imaging 
(MRI) is one of the most important tomographic tools adopted in clinical practice. Nevertheless, 
standard MRI results mostly have a qualitative nature (i.e. they display a contrast between 
different tissues, which must be interpreted by a specialist on visual inspection) that limits their 
objectivity and comparability.  The project will evaluate the suitability of two MR-based 
emerging techniques, Electrical Properties Tomography (EPT) and Magnetic Resonance 
Fingerprinting (MRF), to bring a “quantitative revolution” in MRI, so that each image pixel is 
associated with the measurement (including uncertainty) of one or more tissue parameters.  

Objectives related to CM 

1. To develop, improve and implement numerical algorithms for use in EPT and MRF and 
to characterise their performance.  For EPT, both local relationships and global 
inversion methods will be considered and compared; for MRF, statistical template-free 
methods will be evaluated as an alternative to traditional dictionary-based techniques. 

2. To make EPT and MRF suitable for practical use in the analysis of “high impact” clinical 
conditions. Basic EPT techniques will be improved to handle the partial knowledge of 
the phase of the magnetic field and mainly applied to the analysis of diseases that 
cause significant changes in dielectric properties (e.g. cerebral ischemia).  The 
application of MRF will be extended to the heart region through methods able to 
suppress artefacts caused by physiological motion and moving fluids. 

3. To evaluate the accuracy of EPT and MRF procedures in magnetic resonance 
experiments under controlled conditions.  Heterogeneous phantoms, composed of soft 
semisolid materials mimicking the properties of human tissues (e.g. conductivity, 
relative permittivity, longitudinal and transverse relaxation times in the order of 1 S/m, 
50, 1000 ms and 50 ms respectively), will be specifically developed and used for this 
purpose. The target uncertainties required are 20 % for EPT and 10 % for MRF. 

4. To fully characterise EPT and MRF as diagnostic tools under real-world conditions, 
including determining, for the target organs selected, the inter-and intrasubject 
physiological variability and minimum threshold for the detection of anomalies due to 
diseases. The variability of tissue properties will be taken into account and advanced 
statistical techniques and in vivo assessments will be applied. The synergistic use of 
EPT and MRF will be explored to optimise diagnosis and specific computer-aided 
diagnostics approaches will be developed. 

9.4.3 MedalCare: Metrology of automated data analysis for cardiac arrhythmia 
management  

Overview 

The aim of the project is to develop a novel validation strategy of cardiac arrhythmia 
classification algorithms based on multiparametric data analysis of electrocardiography (ECG) 
data through metrological research. A novel synthetic reference database will be developed 
that will enable to investigate, for the first time, the uncertainty of modern data analysis 
approaches, such as machine learning in medicine and to contribute to standardising machine 
learning methods in health applications, specifically by establishing a novel metrological 
validation platform of such algorithms manifesting a digital traceability chain.  

Objectives related to CM 

1. To develop synthetic ECG (electrocardiography) reference data of a virtual population. 
This would involve existing biophysical modelling frameworks to develop a synthetic 
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ECG reference dataset allowing the assessment of uncertainty of automated data 
analysis methods such as machine learning (ML). An ECG-database of a 
representative virtual population including healthy variations and selected pathologies 
will be generated.  

2. To carry out the uncertainty analysis of reference data by assessing the sensitivity of 
different parameters on results of the biophysical modelling resulting in an uncertainty 
evaluation of the synthetic ECG data. For this, the influence of the model input 
parameters, such as anatomies, conduction blocks, tissue conductivity, infarct and 
fibrotic tissues, will be assessed.  

3. To assess and compare the effect of different classification approaches focusing on 
uncertainty analysis along two directions: the influence of uncertainty of features of 
ECG data on the output of the classification algorithm and the influence of wrongly 
labelled training data on the output of the classification. The project would investigate 
whether hidden features can be detected by modern ML-approaches for “quantitative 
classification” of ECG.  

4. To carry out thorough investigation of clinical application of multi-parametric data 
analysis that includes detection and classification of cardiac ischemia and arrhythmia. 
A comparison of performance of experienced physicians. 

9.4.4 RaCHy: Radiotherapy Coupled with Hyperthermia 

Overview 

The integration of radiotherapy with hyperthermia requires experimental studies to accurately 
assess the biological mechanisms involved at a cellular level (e.g., the inhibition of DNA repair 
mechanisms caused by heat exposure).  The increased understanding of the involved 
biological mechanisms will allow clinicians to prescribe the required thermal and radiation 
doses (magnitude and homogeneity), according to the individual patient’s needs. The project 
is aimed at providing metrological support to achieve the maximum synergistic advantages in 
the integration of radiotherapy (RT) oncology with different hyperthermia (HT) techniques, 
based on high intensity Therapeutic Ultrasound (TUS), Electromagnetic Radiation (EMR) and 
the use of magnetic nanoparticles (MNPs) excited by AC magnetic fields. One of the main 
aims of this project is to experimentally demonstrate how the use of different sources to 
generate hyperthermia, combined with radiotherapy, could result in a successful treatment of 
the whole tumour. This approach requires excellent knowledge and control of the temporal and 
spatial distributions of temperature increases, and of the radiation dose during and after the 
treatments. 

Objectives related to CM 

1. To develop heat delivery systems for hyperthermia treatments (TUS, EMR and MNPs) 
for use with radiotherapy. 2D and 3D measurement set-ups and validated modelling 
tools will be developed to estimate the spatial-temporal distribution of energy 
deposition. 

2. To develop innovative analytical tools for biological assessment by using chemical 
metrology multimodal techniques as suitable non-invasive and non-ionising tissue 
diagnosis tools, and mass spectrometry combined with imaging modalities at 
nanometre resolution. 

3. To facilitate the review of Biological Equivalent Dose (BED) concept related to the 
radiotherapy combined with hyperthermia. The role of control parameters such as the 
energy deposition in tissues, the radiation dose and the duration of the hyperthermia 
and/or radiation treatment will be taken into account. 
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9.4.5 ATMOC: Traceable metrology of soft X-ray to IR optical constants and nanofilms 
for advanced manufacturing 

Overview 

The optics and semiconductor industries have been using innovative materials and complex 
nanostructures whose optical properties are difficult to measure and often not accurately 
known. This project will develop advanced mathematical methods to traceably characterise 
these materials for wavelength ranges, from soft Xray to IR. This will be achieved by creating 
a database of optical constants with associated uncertainties for bulk materials and ultra-thin 
film systems and industrially relevant datasets. This database will provide the opportunity to 
relevant industries to run simulations and eventually develop new materials with tailored 
properties. 

Objectives related to CM 

1. Advanced inverse modelling and virtual measurements. To develop and apply 
advanced mathematical models for virtual and real measurements in order to determine 
the optical response of the test samples developed in objective 1 and their dependence 
on complex nanostructures. The uncertainties associated with ab initio methods, 
interlayer roughness, crystal structures, model reduction techniques, surrogate 
modelling, machine learning and inverse modelling should also be determined. 

2. Determination of optical response functions and assembling a database. To 
determine the optical constants and the corresponding measurement uncertainties of 
thin stratified layer systems and to estimate the geometrical parameters of these 
complex nanostructures in the soft Xray to IR spectral range. In addition, to assemble 
a database of optical constants, dielectric tensors and estimated geometrical 
parameters, including both measurement values and virtual/simulated measurement 
data. 
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