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Standardisation bodies

ASTM - American Society for Testing and Materials

ANSI - American National Standards Institute

BIPM - Bureau international des poids et mesures

BSI - British Standards Institution

CEN - Comité Européen de Normalisation

CENELEC - Comité Européen de Normalisation Électrotechnique

ETSI - European Telecommunications Standards Institute

IEC - The International Electrotechnical Commission

IEEE - Institute of Electrical and Electronics Engineers

IETF - Internet Engineering Task Force

ISO - International Organization for Standardization

ITU - International Telecommunication Union

SAE - Society of Automotive Engineers

W3C - The World Wide Web Consortium

The standards are not mandatory, but EU harmonised standards provide conformity to

EU regulations; not following them could come with risks and costs

Some industries have their own de-facto standards outside of the standards organisations



Standardisation committees on AI

▪ ISO/IEC JTC1 SC42 (international)

• WG1: Foundational standards

• WG2: Data

• WG3: Trustworthiness

• WG4: Use cases and applications

• WG5: Computational approaches and computational characteristics of AI systems

• JWG: Governance implications of AI

▪ CEN-CENELEC JTC21 (European)

▪ BSI ART1 (UK national mirror committee); representatives of academia, 

industry (from corporations to SMEs), public services



CEN/CENELEC Focus Group on AI – JTC21

September 2020: issued a response document on the EC White Paper on AI

New JTC21 on AI – started working in 2021

Draft AI Act of EC, April 2021: proposal of a harmonised AI standard to ensure safety and 

attribute liability of AI systems.



How standards are organised



How standard are developed

In the year of Covid19, meetings are online; challenges of reduced communications



Stages of ISO standards development



Standards on trustworthiness, explainability, 

transparency, robustness

▪ ISO/IEC DIS 23053 Framework for artificial intelligence systems using machine learning

▪ ISO/IEC DIS 22989 Artificial Intelligence concepts and terminology

▪ ISO/IEC 24028 Overview of trustworthiness in artificial intelligence

▪ ISO/IEC 24029 Assessment of the robustness of neural networks

▪ ISO/IEC DTS 4213 Assessment of machine learning classification performance

▪ ISO/IEC AWI 5338 AI system life cycle processes

▪ ISO/IEC DTR 24027 Bias in AI systems and AI aided decision making

▪ ISO/IEC AWI 25059 Systems and software Quality Requirements and Evaluation (SQuaRE) —

Quality model for AI-based system

Problem of discrepancies between WGs, plans to normalise this with establishment of shared libraries of terms

AWI - Approved new Work Item

DIS - Draft International Standard

DTS - Draft Technical Specification



Other activities and regulations, UK & EU

▪ Artificial Intelligence and Public Standards, A Review by the                   

UK Committee on Standards in Public Life, 2020

▪ Office for Artificial Intelligence, UK Department for Digital, Culture, 

Media & Sport and Department for Business, Energy & Industrial 

Strategy

▪ UK Centre for the Future of Intelligence, University of Cambridge

▪ Responsible AI Institute - collaborates with IEEE and World Economic 

Forum, has about 2000 members, works with stakeholders and 

regulators

▪ German Standardization Roadmap, Standardisation Council Industrie

4.0, 2020

▪ Robustness and explainability of AI, Joint Research Centre, EC 2020



Standards relevant to AI

UK committee in discussion:

“Multiplicity of standards from

different organizations, with

different terms, definitions and

concepts, is a threat to the

building of a European

ecosystem of trust. Coordination

work is necessary, otherwise it

may prove impossible for SMEs

and innovators to select

appropriate standards. CEN-

CENELEC collaborates with ETSI

and other organisations to

address this.”

Nativi S., De Nigris S., AI Watch: AI

Standardisation Landscape - state of play and link

to the EC proposal for an AI regulatory framework,

JRC 2021



Example of an AI application with 

standardisation & policy integration:

Building Management Systems

▪ PhD project (2018-2020)

▪ Joint with Brunel University and Mitie company (BMS management)

▪ Access to live data in control room and customers profiles (Rolls Royce, 

Vodafone) 

▪ Modelled Triad Demand Side Response (UK DSR), in winter season 2019-2020

▪ Achieved 45K GBP savings for Rolls Royce by successful Triad forecast using 

LSTM deep neural network

▪ Automated sensor tagging according to Haystack BMS standard

▪ Modelled long-term energy demand with renewables integration using power 

purchase agreements (PPA)



Net-Zero BMS with AI solutions
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consumption and 
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Contributed to a recent parliamentary POSTnote on energy sector digitalisation

Submitted EMPIR PRT for Green call; plan another for Digital



Papers on ML & AI and standards

1. Standardisation of Artificial Intelligence: Making a “New World” Brave, with 

Support of Human Requirements in a New Machine Intelligence Environment, 

submitted

2. Long-Term Wind and Solar Energy Generation and Optimisation of Power 

Purchase Agreements, submitted

3. Linking Air Handling Units for Optimal Energy Control, in revision

4. Early Warning Signals of Failures in Building Management Systems, International 

Journal of Metrology and Quality Engineering, in press

5. AI and sustainability, AHG report, CEN-CENELEC JTC21 (2021)

6. Machine learning for BMS analysis and optimisation, Engineering Research 

Express 2, 045003 (2020)

7. Modelling Demand Response Interventions with Long-Short-Term-Memory 

Networks, Energy Efficiency 13, 1263-1280 (2020)



Summary

▪ AI standardisation is in its early stages (the field develops fast; 

standardisation has its own timeline)

▪ For main definitions, ISO/IEC DIS 22989 is useful for broad audience

▪ If you develop AI solutions, have a look at relevant standards on 

robustness, trustworthiness and quality control

▪ Some of the standards are available under organisational subscription, 

some early drafts can be accessed via committee membership

▪ AI standardisation is multi-faceted: it addresses technical issues as well 

as legal, ethical, corporate, national & international (GDPR for EU, Net-

Zero Carbon Emissions Target for the UK)
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