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Final Publishable Summary for 18HLT07 MedalCare  
Metrology of automated data analysis for cardiac arrhythmia 

management 
 

Overview 

The central goal of the project was to develop a novel validation strategy of cardiac arrhythmia classification 
algorithms based on multiparametric data analysis of electrocardiography (ECG) data through metrological 
research. A novel synthetic reference database was developed and made publicly available that will enable 
the assessment of the performance modern data analysis approaches, such as machine learning (ML) in 
medicine and will contribute to standardising ML methods and improving their quality measures in health 
applications, specifically by establishing a novel metrological validation platform of such algorithms. The project 
has supported the vision of improvement in the treatment and diagnosis of cardiovascular disease (CVD) 
through metrologically-validated diagnosis by automated analysis of multiparametric ECG abnormalities. The 
project developed multiple consistent large-scale 12 lead ECG databases that can be used as reference data 
and used with new statistical approaches, dimensionality reduction, and ML techniques. Further to this, the 
project developed and applied benchmarking protocols for automated algorithms for ECG diagnosis that 
provide quantitative information on their performance, associated uncertainties, and robustness. The project 
found that the uncertainties in ECG classification depend on many different factors such as size and 
composition of the training set, noise in the data or accuracy of labelling. 

 

Need 

This project supported the vision of personalised medicine in cardiovascular disease (CVD) through the 
development of metrologically validated automated analysis of ECG data. CVD is the most relevant and 
epidemiologically significant non-communicable disease in Europe. ECG is a non-invasive and cost-effective 
tool for the initial examination and monitoring of patients presenting with cardiac complaints. Prior to the start 
of this project the American Heart Association (AHA) established a list of 83 cardiovascular abnormalities 
requiring further research and expertise. As this lack of information resulted in an increased rate of 
misinterpretation among non-specialised physicians. ECG is essential in particular in the diagnosis of cardiac 
ischemia and arrhythmias. Arrhythmias remain one of the major causes of sudden cardiac death and stroke 
with a rising number of patients worldwide and especially in Europe. Guidelines of the European Society of 
Cardiology (ESC) stress the importance of ECG monitoring for atrial fibrillation, a cardiac arrhythmia with high 
prevalence. However, automated analysis tools are needed for the detection and classification of episodes of 
ischemia and arrhythmia. Future telemedicine and home monitoring systems will also boost the need for 
automated and validated ECG analysis. 

Computer assisted diagnosis techniques have been used for the analysis of large volumes of measurement 
data. Recently, ML techniques have been applied as they have the advantage of and the ability to examine 
multivariate features not obvious to the human eye. However, key challenges of ML are the investigation of 
the influence of data uncertainty and the assessment of the techniques’ uncertainty itself. Therefore, it is 
difficult to convince health professionals and patients to trust in algorithms that are so complex. 

In addition, from a regulatory point of view, there is an urgent need for a metrological validation of ECG analysis 
algorithms using reference data with a traceable ground truth. Ground truth in medicine is a particular challenge 
and usually addressed either by consensus of multiple experts or use of synthetic data. The latter has the 
advantage that the uncertainty of data can be modified from “pure true data” to noisy and faulty annotated data 
to investigate its influence on analysis algorithms. However, the large databases of synthetic data required for 
ML, do not exist. Such databases would allow the direct comparison of algorithms with defined metrics, so 
called “benchmarking” and therefore are urgently needed.  
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Objectives 

The overall goal of this project was to develop a novel metrological validation strategy of medical analysis 
algorithms that allowed traceability to digital reference values. The focus of the project was on multiparametric 
data analysis of ECGs and the specific objectives of the project were: 

1. To develop synthetic ECG reference data of a virtual population. This would involve existing biophysical 
modelling frameworks to develop a synthetic ECG reference dataset allowing the assessment of 
uncertainty of automated data analysis methods such as ML. An ECG-database of a representative virtual 
population including healthy variations and selected pathologies will be generated.  

2. To carry out the uncertainty analysis of reference data by assessing the sensitivity of different parameters 
on results of the biophysical modelling resulting in an uncertainty evaluation of the synthetic ECG data. 
For this, the influence of the model input parameters, such as anatomies, conduction blocks, tissue 
conductivity, infarction and fibrotic tissues, will be assessed. 

3. To assess and compare the effect of different classification approaches focusing on uncertainty analysis 
along two directions: the influence of uncertainty of features of ECG data on the output of the classification 
algorithm and the influence of wrongly labelled training data on the output of the classification. The project 
would investigate whether hidden features can be detected by modern ML-approaches for “quantitative 
classification” of ECG.  

4. To carry out thorough investigation of clinical application of multi-parametric data analysis that includes 
detection and classification of cardiac ischemia and arrhythmia. A comparison of performance of 
experienced physicians with multiparametric data analysis methods will be performed in the project - 
"Clinical Turing Test”. 

5. To facilitate the take up of the technology and measurement infrastructure developed in the project by end 
users and by supporting the modification of the ANSI-A-AMI (EC38, EC57) standard to address the 
challenge of ML-approaches. This should include the publication of a guidance document on software 
validation to support the new EU medical device regulation (MDR 2017/745 and 2017/746) and clinical 
guidelines of the European Society of Cardiology (ESC). 

 

Progress beyond the state of the art  

Establishing synthetic ECG reference data of a virtual population.  

One of the most important challenges of computer aided diagnosis of electrophysiological abnormalities is the 
lack of ground truth reference data. Prior to the start of this project, although a number of clinical datasets have 
been made available on physionet.org, such as MIT-BIH or the PTB-database, they all rely on correct labelling 
by clinical experts. Thus, any wrongly labelled data can result in the unpredictable behaviour of algorithms. 
Over the last decade biophysical modelling of cardiac electrophysiology has allowed the simulation of the 
electrophysiology of the heart and the realisation of the resulting electrical potentials on the body surface (i.e. 
the ECG). The project went beyond the stat of the art by using fast modelling frameworks to generate synthetic 
ECG data for different types of conduction blocks and tissue alterations. From the data the project has 
established for the first time ever a “virtual population” of ECG-data with digital ground truth reference values.  

Enabling traceability of medical data analysis algorithms. 

Over the last decade, the number of ML classification tools, like support vector machines (SVM) and “deep 
neural network” approaches, has significantly increased for ECG analysis. But unfortunately, the state of the 
art for uncertainty evaluation in metrology as provided by the GUM cannot be applied to these approaches. 
Recently, the concept of layerwise relevance propagation (LRP) has been introduced in the ML community. 
LRP determines which features in the input data contribute most strongly to a neural network's output by 
running backward in the neural network process. However, traceability of LRP algorithms requires a ground 
truth, which is very seldom available, e.g. from large clinical outcome studies. This project has gone beyond 
the state of the art by developing synthetic reference data that can provide a digital ground truth and allow the 
investigation of traceability and uncertainties for both the data and of the non-linear algorithm.  

Better understanding of ECGs features for an improved clinical classification of arrhythmia.  

Some cardiac diseases are known to lead to characteristic changes in ECGs that can be identified by visual 
inspection, whilst others lead to a significant number of false negatives. Some diseases also lead to very small 
changes in the ECG that can only be identified using advanced algorithms of bio-signal analysis. This project 
went beyond the state of the art by quantitatively determining whether selected cardiac diseases lead to 
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significant changes in the ECG that can be detected reliably or whether they are hidden and need further 
examination beyond ECG. This will enable a better characterisation of heart diseases through improved 
classification.  

Improved regulatory approval pathway and higher clinical acceptance of modern software approaches. 

The project created synthetic and clinical reference data sets and exemplary benchmark protocols for modern 
analysis software as first steps towards a regulatory approval process in medical ECG-devices.  

 

Results 

Objective 1: To develop synthetic ECG reference data of a virtual population. 

The project has generated a reference database of synthetic ECG signals (MedalCare-XL) obtained from 
simulations in a cohort of models representing the variability in humans. The synthetic database contains a 
total of 16,900 lead ECGs based on multi-scale mechanistic electrophysiological simulations equally 
distributed into 1 healthy control and 7 pathology classes. The pathological class of myocardial infarction has 
6 sub-classes with varying location and extent of the infarcted zone. Clinically important cases of conduction 
block were included and in one version of the data, realistic noise was added to the synthetic ECGs. Besides 
the noise-free original signals, filtered noisy signals were also included. The project’s reference database of 
synthetic ECG signals was made publicly available on Zenodo (https://doi.org/10.5281/zenodo.7293655 and 
in a technical report https://doi.org/10.48550/arXiv.2211.15997). All modelling parameters as well as the data 
structure of the synthetic ECGs are described in detail to achieve full traceability. 

To generate the synthetic 12 lead ECGs, existing biophysical modelling tools were used to simulate the 
electrical activity of the heart through a range of parameter variations. The influence of the positioning of the 
ventricles, the atrial fibre orientation and the realisation of the Purkinje system on the ECG was investigated 
and the results showed that all these aspects contribute to important features of the ECG signal and are 
necessary to produce synthetic ECG signals that resemble real clinical ones.  

The project has assessed parameter sensitivities and the uncertainty of different model formulations with 
different methodologies. More specifically, two independent approaches were used for modelling the atrial and 
ventricular contribution to the ECG respectively. (1) For simulating ventricular ECGs, a virtual cohort of heart 
geometries and torsos was created from MRI data of healthy volunteers. (2) The simulation of atrial signals 
was carried out with statistical shape models humans. Advanced methods were then developed to combine 
the atrial P-wave with the ventricular QRS-complex and T-wave.  

In addition, methods were developed to create a series of 10 successive heartbeats that show a natural 
variation (e.g. heart rate variability). The two modelling approaches were also used and tested in a number of 
relevant cardiological applications such as (i) the estimation of the degree of atrial fibrosis, (ii) the localisation 
of atrial flutter substrates, (iii) generation of personalised atrial models, and (iv) the effect of electrode 
placement on ECG signals. 

The simulated ECG data in the MedalCare-XL data base was evaluated in a validation process, that compared 
the distribution of features for healthy simulated 12 lead ECGs and several classes of pathological 12 lead 
ECGs with the variability of ECG features in clinical data extracted from the PTB-XL database (Objective 3). 
This was then summarised in the new PTB-XL+ data base (Objective 3) containing electrocardiographic 
features for more than 20,000 ECGs. To be able to do this, a software tool was developed to extract features 
from ECGs (ECGDeli) and comparison of the extracted timing and amplitude features demonstrated similar 
characteristics. Thus, the project’s novel dataset of simulated ECG signals can be successfully used in the 
future for development and testing of ML algorithms for CVD.  

 

Objective 2: To carry out the uncertainty analysis of reference data by assessing the sensitivity of different 
parameters on results of the biophysical modelling resulting in an uncertainty evaluation of the synthetic ECG 
data. 

Two methods for sensitivity analysis were selected and implemented by the project. One method is based on 
feature extraction and relates changes in input parameters of biophysical models to changes in the ECG 
features. The second method is a combined analysis of sensitivity to input parameters and uncertainty 
quantification for the complete ECG time series and uses a polynomial chaos expansion (PCE) based 
surrogate model. Due to the high computational demand of a single simulation and the large parameter space 
of the models, the surrogate-based sensitivity analysis was used to analyse different aspects of ECGs with 
respect to different sets of input parameters. With a PCE surrogate, the uncertainty quantification is improved 



18HLT07 MedalCare 
 
 

 

 

 
 

 

4/10 

 
 

 

 

due to the ability for very quick sampling. By drawing samples from appropriate parameter distributions, it then 
became possible to propagate known parameter uncertainties through the PCE surrogate to assess the 
associated signal variations. 

Of clinical importance are intervals and amplitudes derived from the ECGs, (so-called features), to interpret 
the signal and diagnose conditions. These ‘so-called feature’ quantities can be obtained from ECG signals 
automatically using software. The sensitivity of these quantities to the inputs in the underlying models has also 
been explored by the project. In this work, two methods of numerical calculation of Sobol indices were 
compared and yielded comparable results.  

Real ECG signals are noisy due to various known sources of uncertainty during the measurement process, 
that cannot be accounted for in the numerical models of the heart. The project has successfully identified three 
of the main sources of noise in ECGs. The project then developed methods to simulate the effects of these 3 
sources and have used them to produce noisy versions of a set of synthetic ECGs.  

 

Objective 3: To assess and compare the effect of different classification approaches focusing on uncertainty 
analysis along two directions: the influence of uncertainty of features of ECG data on the output of the 
classification algorithm and the influence of wrongly labelled training data on the output of the classification. 

The PTB-XL database, consisting of nearly 22,000 12-lead 10 second ECG signals, was made publicly 
available on PhysioNet (see https://doi.org/10.13026/x4td-x982 and the associated paper 
https://doi.org/10.1038/s41597-020-0495-6). The project also generated a second dataset, PTB-XL+, where 
widely used clinical ECG features were extracted with three different ECG analysis software packages, two 
commercial ones and the open-source software package ECGDeli developed within Objective 1. Non-standard 
ECG features have also been considered using the PTB-XL+ and used for benchmarking. The PTB-XL+ 
database is available on Zenodo (https://doi.org/10.5281/zenodo.7817567). 

Several datasets of 12 lead ECGs were constructed for use with ML from publicly available datasets, including 
a medium dataset (2,863 records) and a large dataset (10,406 records). ML was used on these features for 
classification of the signals. In addition, images were generated from the signals in the form of scalograms and 
Symmetric Projection Attractor Reconstruction attractors and transfer learning was used on these images for 
classification. Finally, the raw signals were used as input for a 1D convolutional neural network (CNN) model.  

The project found that the 1D CNN model generally gave the best classification results. Further improvements 
were obtained by using self-supervised representation learning and structured state-space models. 

In addition to this, the project investigated how noise on the electrocardiogram signal can result in deep 
learning misclassifications and how to subsequently to address this. The work showed that if the ECG signals 
to be classified are all clean, then the network should be trained on clean data. However, if the ECG signals 
are either clean or noisy, then the network should be trained on noisy data in order to give a more consistent 
performance.  

Feature rankings were obtained using a selection of feature importance methods and were compared with the 
features used by cardiologists to diagnose three particular conditions; (i) AV block, (ii) left bundle branch block 
(LBBB) and (iii) right bundle branch block (RBBB). From the results it became clear, that random forest 
methods performed consistently well whereas logistic regression methods performed consistently poorly 

Further work included studying the feature importance rankings for the multiclass classification of Normal, AV 
block, LBBB and RBBB. The effect of variations in the training data was also studied and showed that a 1D 
CNN model is particularly sensitive to the sampling frequency of the signals and gave significantly better results 
with a lower sampling frequency. 

Further to this, the reproducibility of ML was investigated by training a ML model using three different training 
datasets but testing each model on the same test set. The project found that the training data had a big impact 
on the test results and that the training and test data should be qualitatively similar for good ML results to be 
obtained. The effect of label noise on model performance was also considered and shown that prediction of 
some labels is quite sensitive to noise and that other labels are quite insensitive to label noise. This was partly 
due to the number of samples per label in the test set, with the error generally decreasing with increasing 
number of samples for a label. As expected, model performance decreases with increasing label noise.  
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Objective 4: To carry out thorough investigation of clinical application of multi-parametric data analysis that 
includes detection and classification of cardiac ischemia and arrhythmia. A comparison of performance of 
experienced physicians with multiparametric data analysis methods will be performed in the project - "Clinical 
Turing Test”. 

The work aimed to develop a simulation protocol to produce realistic ECGs and evaluate the clinical capabilities 
of the generated signals contained within the synthetic ECG database in objective 1, as well as to validate the 
integrity of the underlying model of electrophysiology. As part of this work clinical Turing tests were conducted 
to check if the synthetic 12 lead ECGs within the synthetic ECG database would pass as clinical signals under 
diagnostic conditions. In the clinical Turing tests, medically trained cardiologists were asked to determine the 
origin of both measured and simulated 12 lead ECGs (type classification), as well as to make diagnostic 
predictions for clinical and synthetic ECGs representing pathological conditions (pathology classification). 
These clinical Turing tests provided valuable feedback to the project for improving modelling of 
electrophysiology. In particular, feedback on specific morphological features within the 12 lead ECG were 
shown to relate to model parameters that can be altered to improve diagnostic capabilities.  

This work also provided an assessment of how realistic the synthetic ECG data from the database in Objective 
1 appears to medically trained cardiologists. The overall validation results for the synthetic ECG database were 
successful and satisfactory and indicated possibilities for further refinements.  

Further to this, the project conducted a study of a personalised ECG to ascertain whether the underlying model 
of cardiac electrophysiology is capable of representing the intrinsic nature of the heart, not only in terms of the 
12 lead ECGs, but in all forms of non-invasive clinical data such as electro-anatomical maps and body surface 
potential maps. Overall, we successfully demonstrated that a validation to ensure model integrity and 
performance can be made through comparison of different synthetic and measured ECG signals or signal-
derived features such as activation maps.  

 

Impact  

Results of the project have been disseminated through 30 open access publications in peer-reviewed journals, 
31 presentations at conferences and 5 open-source datasets. 

In connection with the publication of the PTB-XL database (Objective 3 and validated in Objective 4) and the 
related ML benchmark paper on ECG classification, PTB issued a press release.  

Partner KIT has also developed an open-access software tool for the extraction of ECG features (ECGDeli 
from Objective 1) from clinical and virtual datasets, that is available to end users.  

 

Impact on industrial and other user communities 

This project has established a synthetic ECG reference database and assessed the performance of algorithms 
using metrologically sound methods. The project has ensured open access of its synthetic ECG database 
MedalCare-XL (Objective 1) and two extended data sets of clinically recorded ECGs (PTB-XL and PTB-XL+ 
from Objective 3) that were used for validation of synthetic data and for the benchmarking of algorithms. This 
will allow free access to end users in the medical and other user communities to such important reference 
data, its sensitivity analysis and uncertainty analysis. 

Further to this partner KIT’s software tool for the extraction of ECG features (ECGDeli) from clinical and virtual 
datasets, is also available open access at https://github.com/KIT-IBT/ECGdeli. 

Clinicians were part of the project team and were used together with external medically trained cardiologists 
for the clinical Turing tests (Objective 4). They were also used as advisors for the design of the MedalCare-XL 
database and PTB-XL, PTB-XL+ datasets (Objectives 1 & 3). This important input supports the usability and 
clinical application of the project’s results. In particular, in an assessment of how realistic the synthetic ECG 
data from the database in appears to medically trained cardiologists – the overall results were successful and 
satisfactory and indicated possibilities for further refinements. 

This project has provided important insights in devising reference data as well as benchmark tests for 
automated AI algorithms for ECG diagnosis. Significant findings (Objectives 1, 2,3 and 4) include: 

• The project has established a modelling pipeline (“digital twin”) to simulate human 12-lead ECGs in a 
realistic manner by building modules for the ventricular and atrial signals separately and by devising a 
procedure of stitching the respective contribution together to yield a complete ECG recording. In addition, 
the models allow for varying anatomic and electrophysiological features in order to map a whole population 
(virtual cohort) rather than a single “personalized” ECG.  
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• Based on this pipeline, the project has created a new MedalCare-XL database of more than 16,000 
simulated ECG signals and developed a number of validation strategies such as a direct comparison to a 
lager clinical database via considering distribution of ECG features, cross validation by applying a neural 
network-based ML algorithm and validation by experts within the framework of a clinical Turing test.  

• The project has identified three of the main sources of noise in ECGs, which were elect rode movement, 
motion artefacts, and baseline wander. The identification of these sources is important as the noise in real 
ECG signals cannot be accounted for in the numerical models of the heart and has to be added to make 
the synthetic signals look comparable to the clinical ones. 

• 1D CNN models (i) gave the best classification results, (ii) are particularly sensitive to the sampling 
frequency of signals (during feature analysis) and (iii) gave significantly better results with a lower sampling 
frequency 

• to give a more consistent performance networks should be trained on (i) clean data. if ECG signals to be 
classified are clean and (ii) trained on noisy data if ECG signals are either clean or noisy. 

• For the reproducibility of ML, - the training data has a big impact on test results and thus the training and 
test data should be qualitatively similar for good ML results to be obtained. 

In January 2023 the EU started the Testing and Experimentation Facilities (TEF) Health project 
https://www.tefhealth.eu/. TEF Health is part of the EU’s Digital Europe Programme, which involves this 
project’s partners PTB, LNE, and FhG who are involved in establishing agile approval processes for trustworthy 
AI. A particular focus is on the definition of data quality and the TEF health project plans to use the three open 
access databases from this project (Objectives 1 & 3) as use cases.  

 

Impact on the metrology and scientific communities 

The project’s outputs have supported the expansion of European metrology in the growing field of digital health. 
The project has demonstrated the impact of metrologically sound approaches for the development of novel 
ECG analysis approaches (Objectives 3 & 4). In addition, the synthetic ECG database, it’s uncertainty and 
sensitivity analysis and extended datasets produced in this project (Objectives 1, 2 & 3) should enable key 
comparisons using traceable digital reference values. The external project partners (i.e. A-A, KCL, KIT, MUG 
and TUB) are leading experts in their fields and are active in European framework projects. In particular, this 
project has benefitted from collaborations with the H2020 multidisciplinary training network myAtria which is 
focussed on the diagnosis of atrial fibrillation.  

Dissemination of the project’s results o metrological and scientific communities has also been through open 
access publications in scientific journals and presentations and proceedings of conferences in computational 
cardiology, biomedical engineering, ML and mathematics for metrology. In addition, several young scientists 
involved in the project have won awards for their work: at KIT a young scientist received the Best Oral 
Presentation Award at 12th Workshop on Statistical Atlases and Computational Modelling of the Heart in 2021; 
at MUG young scientists were honoured with the Best Collaborative BioTechMed-Graz Paper Award 2021 and 
an award from the Austrian Society for Biomedical Engineering; and at NPL a researcher was awarded NPL's 
Rayleigh Award for an outstanding contribution by an early career scientist.  

The project’s PTB-XL data base has already been used in the the PhysioNet/Computing in Cardiology 
Challenge 2020 (https://moody-challenge.physionet.org/2020/) for the classification of 12-lead ECGs as well 
as in the PhysioNet/Computing in Cardiology Challenge 2021 (https://moody-challenge.physionet.org/2021/) 
on varying dimensions in electrocardiography. Therefore, PTB-XL has become the most widely used ECG-
dataset with well-defined data for training and testing of new AI-based ECG-analysis tools. Recently, the PTB-
XL dataset has been extended by extracting features using different public-domain and commercial software. 
The extended version has been published as PTB-XL+ open dataset allowing the benchmarking of new feature 
extraction software. 

The project also had strong links to EURAMET’s European Metrology Network (EMN) on Mathematics and 
Statistics in Metrology (MathMet) and its clinical PTB-XL dataset will be used as an example of a reference 
dataset in the 18NET05 project associated with the EMN MathMet.  
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Impact on relevant standards 

In Europe, the medical device regulations (MDR 2017/745, 2017/746) are traditionally focussed on physical 
devices and unfortunately, current trends in software are only indirectly addressed. In the US, the Food and 
Drug Administration (FDA) has been reviewing the rising importance of software for medical devices. In the 
area of automated ECG analysers, the FDA has recognised the ANSI-A-AMI (EC38, EC57) standard for the 
approval of new devices. In response to this, this project has drafted software guidance for testing ECG 
analysis software, which emphasises the importance of clinical reference data along with the potential 
advantages of synthetic reference data. The document also gives recommendations and an outline for 
benchmark tests of AI algorithms. In the document the project defined protocols for evaluating the performance 
of automated ECG analysers, which are recognised by the FDA as consensus standards. ANSI-A-AMI EC38 
specifies the use of the MIT, AHA and ESC databases., however, these databases only contain a limited 
amount of ECG signals (<200) hampering their application to ML approaches. Furthermore, the new 
ISO 80601-2-86 standard requires automated ECG analysis and interpretation and states the limitations of 
current CSE and CTS test data sets (i.e. small numbers of signals). Although the concepts can also be applied 
to ML approaches, current standards stress the importance of reference datasets for development, testing and 
comparison of ML algorithms. 

The results of the project have also been presented to workshops of DIN (on safety of algorithms), to the 
CIPM’s Task Group on the Digital SI (CIPM-TG-DSI), to JCTLM WG1 Uncertainty and to the WHO (World 
Health Organisation) focus group AI4Health. 

 

Longer-term economic, social and environmental impacts 

Each year CVD causes 3.9 million deaths in Europe. CVD manifests itself in diseases such as coronary artery 
disease, congestive heart failure, and cardiac arrhythmias. Overall CVD is estimated to cost the EU economy 
€ 210 billion a year. Therefore, early detection, reliable diagnosis and cost-effective management of CVD are 
key for improving patient care and for reducing healthcare costs. In the longer-term this project will support 
more effective diagnosis of cardiac arrhythmias by assessing the performance of new medical devices. 
Especially as the application of automated analysis software is now an integral part of many medical devices.  

It is expected that over the next decade, more biosensors-based products (e.g. smart ECG devices) for use 
outside the hospital will be developed for monitoring of patients. This project should have a wider impact on 
this rising home-care market. In particular, home monitoring devices are expected to be used more extensively 
in chronic patients and they will require new methods for their regulatory approval.  

Outcomes from this project that are vital for future developments of automated algorithms for medical 
diagnostics are: 

1. reference data sets need to be defined and provided. These need to be in the form of validated synthetic 
databases based on simulation with a “ground truth” and clinical databases based on validation by experts. 
For ML and AI algorithms there is a need for large databases (e.g. > 10000 ECGs as per this project).  

2. Benchmark protocols for AI algorithms need to be developed and agreed. They must be fit-for-purpose for 
the given medical task (here ECG analysis) and should focus on the overall performance of the algorithm 
for given tasks (e.g. classifying ECGs as healthy and normal). Other necessary features that must be 
tested are (i) robustness (insensitivity of performance against poor data quality/ low signal-to-noise ratio) 
and (ii) explainability (identifying the aspects of the signal that prompted a classification by the algorithm).  

A final key issue for the future development of the field is the availability of open data sets for the training of 
algorithms such as the ones developed in this project. 
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